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Chapter 1

Category Theory

1.1 Categories

Definition 1.1.1. A category C consists of classes

Co of objects A, B, C, ...
Cy of morphisms f, g, h, ...

such that:

e Each morphism f has uniquely determined domain dom f and codomain cod f, which

are objects. This is written:
f:domf — cod f

e For any morphisms f : A — B and g : B — (' there exists a uniquely determined
composition go f : A — C. Composition is associative:

ho(gof)=(hog)of,
where domains are codomains are as follows:

f g h

A B C D

e For every object A there exists the identity morphism 14 : A — A which is a unit
for composition,

1Aof:f7 go]-A:g7
where f: B— Aandg: A— C.

Morphisms are also called arrows or maps. Note that morphisms do not actually have
to be functions, and objects need not be sets or spaces of any sort. We often write C
instead of Cy.
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6 Category Theory

Definition 1.1.2. A category C is small when the objects Cy and the morphisms C; are sets
(as opposed to proper classes). A category is locally small when for all objects A, B € Cy
the class of morphisms with domain A and codomain B, written Hom(A, B) or Cyo(A, B),
is a set.

We normally restrict attention to locally small categories, so unless we specify otherwise
all categories are taken to be locally small. Next we consider several examples of categories.

1.1.1 Examples

The empty category 0 The empty category has no objects and no arrows.

The unit category 1 The unit category, also called the terminal category, has one object
* and one arrow 1,:
* Q 1,

Other finite categories There are other finite categories, for example the category with
two objects and one (non-identity) arrow, and the category with two parallel arrows:
~

(] * ®
~_ 7

*

Groups as categories Every group (G, +), is a category with a single object * and each
element of G as a morphism:

Ao
Y

C

a,bc,...e G

The composition of arrows is given by the group operation:
aob=a-b

The identity arrow is the group unit e. This is indeed a category because the group
operation is associative and the group unit is the unit for the composition. In order to get
a category, we do not actually need to know that every element in G has an inverse. It
suffices to take a monoid, also known as semigroup, which is an algebraic structure with
an associative operation and a unit.

We can turn things around and define a monoid to be a category with a single object.
A group is then a category with a single object in which every arrow is an isomorphism
(in the sense of definition 1.1.5 below).
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1.1 Categories 7

Posets as categories Recall that a partially ordered set, or poset (P, <), is a set with a
reflexive, transitive, and antisymmetric relation:

r <z (reflexive)
r<y&y<z => x<z (transitive)
r<y&y<z = x=y (antisymmetric)

Each poset is a category whose objects are the elements of P, and there is a single arrow
p — q between p,q € P if, and only if, p < ¢q. Composition of p — ¢ and ¢ — r is the
unique arrow p — r, which exists by transitivity of <. The identity arrow on p is the
unique arrow p — p, which exists by reflexivity of <.

Antisymmetry tells us that any two isomorphic objects in P are equal.® We do not
need antisymmetry in order to obtain a category, i.e., a preorder would suffice.

Again, we may define a preorder to be a category in which there is at most one arrow
between any two objects. A poset is a skeletal preorder, i.e. one in which the only isomor-
phisms are the identity arrows. We allow for the possibility that a preorder or a poset is
a proper class rather than a set.

A particularly important example of a poset category is the poset of open sets OX of
a topological space X, ordered by inclusion.

Sets as categories Any set S is a category whose objects are the elements of S and
whose only arrows are identity arrows. Such a category, in which the only arrows are the
identity arrows, is called a discrete category.

1.1.2 Categories of structures

In general, structures like groups, topological spaces, posets, etc., determine categories in
which the maps are structure-preserving functions, composition is composition of functions,
and identity morphisms are identity functions:

e Group is the category whose objects are groups and whose morphisms are group
homomorphisms.

Top is the category whose objects are topological spaces and whose morphisms are
continuous maps.

Set is the category whose objects are sets and whose morphisms are functions.?

Graph is the category of (directed) graphs an graph homomorphisms.

e Poset is the category of posets and monotone maps.

LA category in which isomorphic object are equal is a skeletal category.

2A function between sets A and B is a relation f C A x B such that for every € A there exists a
unique y € B for which (z,y) € f. A morphism in Set is a triple (A4, f, B) such that f C A x B is a
function.
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8 Category Theory

Such categories of structures are generally large, but locally small. Note that it is not
necessary to check the associative and unit laws for such categories of functions (why?),
unlike the following example.

Exercise 1.1.3. The category of relations Rel has as objects all sets A, B,C,... and as
arrows A — B the relations R C A x B. The composite of R C A x Band S C B x C,
and the identity arrow on A, are defined by:

SOR:{<SIZ,Z>€A><C|E|yEB..CERy&ySZ},
1= {(z,z) |z € A}.

Show that this is indeed a category!

1.1.3 Basic notions

We recall some further basic notions from category theory.

Definition 1.1.4. A subcategory C' of a category C is given by a subclass of objects C; C Cy
and a subclass of morphisms C; C C; such that f € C] implies dom f,cod f € C}, 14 € C;
for every A € Cj, and g o f € C{ whenever f, g € C| are composable.

A subcategory C’" of C is full if for all A, B € C{,, we have C'(A, B) = C(A, B), i.e. every
f:A— Bin( is also in Cj.

Definition 1.1.5. An inverse of a morphism f : A — B is a morphism f~!: B — A such
that

foft=1p and flof=14.

A morphism that has an inverse is an isomorphism, or iso. If there exists a pair of mutually
inverse morphisms f : A — B and f~! : B — A we say that the objects A and B are
isomorphic, written A = B.

The notation f~! is justified because an inverse, if it exists, is unique. A left inverse is
a morphism g : B — A such that go f = 14, and a right inverse is a morphism g : B — A
such that fog = 1g. A left inverse is also called a retraction, whereas a right inverse is
called a section.

Definition 1.1.6. A monomorphism, or mono, is a morphism f : A — B that can be
cancelled on the left: forall g: C — A, h: C — A,

fog=foh=g=h.
An epimorphism, or epi, is a morphism f : A — B that can be cancelled on the right: for
allg: B—C,h: B — A,

gof=hof=g=h.
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1.2 Functors 9

In Set monomorphisms are the injective functions and epimorphisms are the surjective
functions. Isomorphisms in Set are the bijective functions. Thus, in Set a morphism is iso
if, and only if, it is both mono and epi. However, this example is misleading! In general,
a morphism can be mono and epi without being an iso. For example, the non-identity
morphism in the category consisting of two objects and one morphism between them is
both epi and mono, but it has no inverse. A more interesting example of morphisms that
are both epi and mono but are not iso occurs in the category Top of topological spaces and
continuous maps, where not every continuous bijection is a homeomorphism.

A diagram of objects and morphisms is a directed graph whose vertices are objects of
a category and edges are morphisms between them, for example:

At g
g

mo
D E

k

Such a diagram is said to commute when the composition of morphisms along any two
paths with the same beginning and end gives equal morphisms. Commutativity of the
above diagram is equivalent to the following two equations:

f:moga ki:johom.

From these we can derive ko g = joho f by a diagram chase.

1.2 Functors

Definition 1.2.1. A functor F : C — D from a category C to a category D consists of
functions

Fy:Cy— Dy and F:C, — D
such that, forall f: A— Bandg: B— C in C:
Fif: FhA — FyB
Fi(go f) = (Fig) o (F1f),
Fi(1a) =1pa4 .
We usually write F' for both Fy and F.

A functor is thus a homomorphism of the category structure; note that it maps com-
mutative diagrams to commutative diagrams because it preserves composition.

We may form the “category of categories” Cat whose objects are small categories and
whose morphisms are functors. Composition of functors is composition of the corresponding
functions, and the identity functor is one that is identity on objects and on morphisms.
The category Cat is large but locally small.
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10 Category Theory

Definition 1.2.2. A functor F' : C — D is faithful when it is “locally injective on mor-
phisms”, in the sense that for all f,g: A — B, if Ff = Fg then f = g.

A functor F' : C — D is full when it is “locally surjective on morphisms”: for every
g: FA — F B there exists f : A — B such that g = F'f.

We consider several examples of functors.

1.2.1 Functors between sets, monoids and posets

When sets, monoids, groups, and posets are regarded as categories, the functors turn out
to be the usual morphisms, for example:

e A functor between sets S and T is a function from S to T'.
e A functor between groups G and H is a group homomorphism from G to H.
e A functor between posets P and () is a monotone function from P to Q.

Exercise 1.2.3. Verify that the above claims are correct.

1.2.2 Forgetful functors

For categories of structures Group, Top, Graph, Poset, ..., there is a forgetful functor U
which maps an object to the underlying set and a morphism to the underlying function.
For example, the forgetful functor U : Group — Set maps a group (G,-) to the set G and
a group homomorphism f : (G, ) — (H,*) to the function f: G — H.

There are also forgetful functors that forget only part of the structure, for example
the forgetful functor U : Ring — Group which maps a ring (R, +, x) to the additive group
(R,+) and a ring homomorphism f : (R, +g,-s) — (S, +s, -5) to the group homomorphism
f:(R,+r) = (S, +5s). Note that there is another forgetful functor U’ : Ring — Mon from
rings to monoids.

Exercise 1.2.4. Show that taking the graph I'(f) = {(z, f(z)) | z € A} of a function
f + A — B determines a functor I' : Set — Rel, from sets and functions to sets and
relations, which is the identity on objects. Is this a forgetful functor?

1.3 Constructions of Categories and Functors

1.3.1 Product of categories

Given categories C and D, we form the product category C x D whose objects are pairs
of objects (C, D) with C' € C and D € D, and whose morphisms are pairs of morphisms
(f,g) : (C,D) — (C",D') with f : C — C"in C and g : D — D’ in D. Composition is
given by (f,g) o (f',g') = (fo f'g0d).
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1.3 Constructions of Categories and Functors 11

There are evident projection functors

CxD

o m

which act as indicated in the following diagrams:

_ (€. D) _ W (f,9) W
2 N

Exercise 1.3.1. Show that, for any categories A, B, C, there are distinguished isos:

1xC=C
BxC=CxB
AxBxC)=(AxB)xC

Does this make Cat a (commutative) monoid?

1.3.2 Slice categories

Given a category C and an object A € C, the slice category C/A has as objects, morphisms
into A,
B (1.1)

|7

A

and as morphisms, commutative diagrams over A:

g B
N

That is, a morphism from f: B — A to f': B — A is a morphism ¢g : B — B’ such that
f = f'og. Composition of morphisms in C/A is composition of morphisms in C.

There is a forgetful functor Uy : C/A — C which maps an object (1.1) to its domain B,
and a morphism (1.2) to the morphism g : B — B’.

Furthermore, for each morphism h : A — A’ in C there is a functor “composition by h”,

B

(1.2)

C/h:CJA—CJA
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12 Category Theory

which maps an object (1.1) to the object ho f : B — A" and a morphisms (1.2) to the
morphism

B g B
h of\* ho f
A /

The construction of slice categories is itself a functor

C/—:C — Cat

provided that C is small. This functor maps each A € C to the category C/A and each
morphism h : A — A’ to the composition functor C/h: C/A — C/A’.

Since Cat is itself a category, we may form the slice category Cat/C for any small
category C. The slice functor C/— then factors through the forgetful functor Ue : Cat/C —
Cat via a functor C : C — Cat/C,

c—CX . cat/c

U
c/— ¢

Cat
where for A € C, the object part CA is
C/A

Ua

C
and for h: A — A’ in C, the morphism part Ch is

C/A

NG

C

1.3.3 Arrow categories

Similar to the slice categories, an arrow category has arrows as objects, but without a fixed
codomain. Given a category C, the arrow category C~ has as objects the morphisms of C,

A (1.3)

|7

B
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1.3 Constructions of Categories and Functors 13

and as morphisms f — f’ the commutative squares,

A9 (1.4)

That is, a morphism from f: A — B to f': A — B’ is a pair of morphisms g : A — A’
and ¢ : B — B’ such that ¢’ o f = f' o g. Composition of morphisms in C™ is just
componentwise composition of morphisms in C.

There are two evident forgetful functors Uy,U; : C7 — C, given by the domain and
codomain operations. (Can you find a common section for these?)

1.3.4 Opposite categories

For a category C the opposite category C°P has the same objects as C, but all the morphisms
are turned around, that is, a morphism f : A — B in C°? is a morphism f: B — A in C.
The identity arrows in C°? are the same as in C, but the order of composition is reversed.
The opposite of the opposite of a category is clearly the original category.

A functor F' : C°® — D is sometimes called a contravariant functor (from C to D), and
a functor F' : C — D is a covariant functor.

For example, the opposite category of a preorder (P, <) is the preorder P turned upside
down, (P,>).

Exercise 1.3.2. Given a functor F': C — D, can you define a functor F°P : C°® — D in
such a way that —°P itself becomes a functor? On what category is it a functor?

1.3.5 Representable functors

Let C be a locally small category. Then for each pair of objects A, B € C the collection of
all morphisms A — B forms a set, written Hom¢(A, B), Hom(A, B) or C(A, B). For every
A € C there is a functor

C(A,—):C — Set

defined by

C(A,By={feC|f:A— B}
C(A,g): frrgof

where B € C and g : B — C. In words, C(A, g) is composition by g. This is indeed a
functor because, for any morphisms

/ h

A B—Y ¢ D (1.5)
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14 Category Theory

we have
C(A,hog)f=(hog)of="ho(gof)=C(Ah)(C(Aqg)f),

and C(A, ]-B)f = 1A o f = f = 1C(A,B)f-
We may also ask whether C(—, B) is a functor. If we define its action on morphisms to
be precomposition,
C(f,B):grgof,

it becomes a contravariant functor,
C(—,B):C°® — Set .
The contravariance is a consequence of precomposition; for morphisms (1.5) we have
Clgo f,D)h=ho(go f)=(hog)o f=C(f D)C(g,D)h).

A functor of the form C(A, —) is a (covariant) representable functor, and a functor of the
form C(—, B) is a (contravariant) representable functor.
It follows that the hom-set is a functor

C(—,—):C%® x C - Set

which maps a pair of objects A, B € C to the set C(A, B) of morphisms from A to B, and
it maps a pair of morphisms f: A" — A, g : B — B’ in C to the function

C(f,9):C(A,B) —C(A", B

defined by
C(f,g) :h+—gohof.
(Why does it follow that this is a functor?)

1.3.6 Group actions

A group (G, -) is a category with one object * and elements of G as the morphisms. Thus,
a functor F': G — Set is given by a set F'x = S and for each a € G a function Fa: S — S
such that, for all x € S, a,b € G,

(Fe)r =z, (F(a-b))x = (Fa)((Fb)x) .

Here e is the unit element of G. If we write a - instead of (Fa)x, the above two equations
become the familiar laws for a left group action on the set S:

e-r=u1x, (a-b)-z=a-(b-x).

Exercise 1.3.3. A right group action by a group (G,-) on a set S is an operation - :
S x G — S that satisfies, for all z € S, a,b € G,

r-e=zx, x-(a-b)=(r-a)b.

Exhibit right group actions as functors.
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1.4 Natural Transformations and Functor Categories 15

1.4 Natural Transformations and Functor Categories

Definition 1.4.1. Let F: C — D and G : C — D be functors. A natural transformation
n: F = G from F to G is a map 1 : Cy — D; which assigns to every object A € C a
morphism n4 : FA — GA, called the component of n at A, such that for every f: A — B
in C we have ng o F'f = GGf ony, i.e., the following diagram in D commutes:

FA—" _gA
Ff Gf
FB——GB

A simple example is given by the “twist” isomorphism ¢ : A x B — B x A (in Set).
Given any maps f: A — A" and g : B — B’, there is a commutative square:

t
Ax B A5 B x A
[xyg gxf
A x B’ B x A
A B

Thus naturality means that the two functors F(X,Y) = X xY and G(X,Y) =Y x X
are related to each other (by t : F — (), and not simply their individual values A x B
and B x A. As a further example of a natural transformation, consider groups GG and H
as categories and two homomorphisms f, g : G — H as functors between them. A natural
transformation 7 : f = ¢ is given by a single element 7, = b € H such that, for every
a € (G, the following diagram commutes:

b

* —> %

o

* ——> %

b

This means that b - fa = (ga) - b, that is ga = b+ (fa) - b~'. In other words, a natural
transformation f = ¢ is a conjugation operation b=' . — - b which transforms f into g.

For every functor F' : C — D there exists the identity transformation 1p : F' = F
defined by (1p)4 = 14. If n: F = G and 0 : G = H are natural transformations, then
their composition # on : F = H, defined by (# on)a = 04 014 is also a natural transfor-
mation. Composition of natural transformations is associative because it is composition in
the codomain category D. This leads to the definition of functor categories.
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16 Category Theory

Definition 1.4.2. Let C and D be categories. The functor category D€ is the category
whose objects are functors from C to D and whose morphisms are natural transformations
between them.

A functor category may be quite large, too large in fact. In order to avoid problems
with size we normally require C to be a locally small category. The “hom-class” of all
natural transformations F' = G is usually written as

Nat(F,G)

instead of the more awkward Hompc (F, G).
Suppose we have functors F, G, and H with a natural transformation 6 : G = H, as
in the following diagram:

G
P IrsE

H

Then we can form a natural transformation 6 o F': G o F' = H o F whose component at
AeCis (QOF)AZQFA.

Similarly, if we have functors and a natural transformation

C F

c/ﬁ?DF]E
Dy -

we can form a natural transformation (Fo#) : F oG = F o H whose component at A € C
is (F'o0)4 = Ff4. These operations are known as whiskering.

A natural isomorphism is an isomorphism in a functor category. Thus, if F': C — D
and G : C — D are two functors, a natural isomorphism between them is a natural
transformation 7 : F' = G whose components are isomorphisms. In this case, the inverse
natural transformation ' : G = F is given by (p7)4 = (na)~". We write F = G
when F' and G are naturally isomorphic.

The definition of natural transformations is motivated in part by the fact that, for any
small categories A, B, C, we have

Cat(A x B, C) = Cat(A,CP) . (1.6)

The isomorphism takes a functor F' : A x B — C to the functor F: A — CP defined on
objects A€ A, B € B by B
(FA)B = F(A, B)

and on a morphism f: A — A’ by
(Ff)p=F(f.15) .

The functor F is called the transpose of F.
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1.4 Natural Transformations and Functor Categories 17

The inverse isomorphism takes a functor G : A — C® to the functor G:AxB— C,
defined on objects by

G(A,B) = (GA)B
and on a morphism (f,g) : A x B — A’ x B’ by

G(f.9) = (Gf)p o (GA)g = (GA)go (Gf)s

where the last equation holds by naturality of G f:

(GA)B (G5 (GA)B
(GA)g (GA)g
(GA)B’ (GA)B'

)Br

1.4.1 Directed graphs as a functor category

Recall that a directed graph G is given by a set of vertices GGy, and a set of edges Gg. Each
edge e € G has a uniquely determined source srcge € Gy and target trgoe € Gy. We
write e : @ — b when a is the source and b is the target of e. A graph homomorphism
¢ : G — H is a pair of functions ¢g : Gy — Hy and ¢ : Gg — Hpg, where we usually
write ¢ for both ¢g and ¢, such that whenever e : a — b then ¢1e : ¢ppa — ¢gb. The
category of directed graphs and graph homomorphisms is denoted by Graph.

Now let - = - be the category with two objects and two parallel morphisms, depicted
by the following “sketch”:

An object of the functor category Set™ is a functor G : (- = -) — Set, which consists
of two sets GE and GV and two functions Gs : GE — GV and Gt : GE — GV. But
this is precisely a directed graph whose vertices are GV, the edges are GFE, the source of
e € GE is (Gs)e and the target is (Gt)e. Conversely, any directed graph G is a functor
G : (- = ) — Set, defined by

GE = Gg , GV =Gy, Gs = srcg Gt =trgg .

Now category theory begins to show its worth, for the morphisms in Set™ are precisely
the graph homomorphisms. Indeed, a natural transformation ¢ : G = H between graphs
is a pair of functions,

¢EGE_>HE and (ﬁlev—)H\/
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18 Category Theory

whose naturality is expressed by the commutativity of the following two diagrams:

en o5 H, G (o5} H,
srcg Srcy trgq trgy
Gy Hy Gy Hy,

1% 1%

This is precisely the requirement that e : a — b implies ¢ge : ¢ya — ¢yb. Thus, in sum,
we have,

Graph = Set ™.

Exercise 1.4.3. Exhibit the arrow category C~ and the category of group actions Set(G)
as functor categories.

1.4.2 The Yoneda embedding

The example Graph = Set ™" leads one to wonder which categories C can be represented as
functor categories Set” for a suitably chosen D or, when that is not possible, at least as
full subcategories of Set?.

For a locally small category C, there is the hom-functor

C(—,—):C® xC — Set.
By transposing as in (1.6) we obtain the functor
y : C — Set®”
which maps an object A € C to the representable functor
yA=C(—,A): B~ C(B,A)

and a morphism f : A — A’ in C to the natural transformation yf : yA = yA’ whose
component at B is

(vf)g=C(B,f):gr fog.
This functor y is called the Yoneda embedding.

Exercise 1.4.4. Show that this is a functor.

Theorem 1.4.5 (Yoneda embedding). For any locally small category C the Yoneda em-

bedding o
y : C — Set

is full and faithful and injective on objects. Therefore, C is a full subcategory of Set®” .

[DRAFT: SEPTEMBER 17, 2022]



1.4 Natural Transformations and Functor Categories 19

The proof of the theorem uses the famous Yoneda Lemma.

Lemma 1.4.6 (Yoneda). Every functor F' : C°® — Set is naturally isomorphic to the
functor Nat(y—, F'). That is, for every A € C,

Nat(yA, F) = FA,
and this isomorphism is natural in A.

Indeed, the displayed isomorphism is also natural in F'.

Proof. The desired natural isomorphism 64 maps a natural transformation n € Nat(yA, F)
to nala. The inverse 0 4~ maps an element = € F A to the natural transformation (0 Afla:)
whose component at B maps f € C(B, A) to (F f)z. To summarize, forn: C(—, A) = F,
r € FAand f € C(B,A), we have

04 :Nat(yA, F) - FA, 0,7': FA — Nat(yA, F) ,
0an =1nala (Oa~'2)pf = (Ff)x .

To see that 64 and 6, " really are inverses of each other, observe that
QA(QA_Ix) = (QA_II)A].A = (F].A)l’ = ].FAx =,
and also

(04~ (0an))f = (F[)(0an) = (Ff)(nala) =np(ao f) =nsf

where the third equality holds by the following naturality square for n:

C(A,A) M pa

C(f,4) Ef

C(B, A) FB

B

It remains to check that € is natural, which amounts to establishing the commutativity of
the following diagram, with g : A — A"

Nat(yA, F) a FA
Nat(yg, F/) Fg
Nat(yA’, F) FA

A/
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The diagram is commutative because, for any 7 : yA' = F|

(Fg)(0am) = (Fg)(nala) =na(laog) =
na(gola) = (Nat(yg, F)n)ala = 0a(Nat(yg, F')n) ,

where the second equality is justified by naturality of 7. ]

Proof of Theorem 1.4.5. That the Yoneda embedding is full and faithful means that for all
A, B € C the map
y : C(A, B) — Nat(yA,yB)

which maps f: A — B toyf:yA = yB is an isomorphism. But this is just the Yoneda
Lemma applied to the case F' = yB. Indeed, with notation as in the proof of the Yoneda
Lemma and g : C — A, we see that the isomorphism

0,' :C(A,B) = (yB)A — Nat(yA,yB)

is in fact y:
(047" f)eg = ((yA)g)f = fog=(yf)cy .

Furthermore, if yA = yB then 14 € C(A, A) = (yA)A = (yB)A = C(B, A) which can only
happen if A = B. Therefore, y is injective on objects. [

The following corollary is often useful.
Corollary 1.4.7. For A,B € C, A= B if, and only if, yA = yB in Set®” .

Proof. Every functor preserves isomorphisms, and a full and faithful one also reflects them.
(A functor F' : C — D is said to reflect isomorphisms when Ff : FA — FB being an
isomorphisms implies that f : A — B is an isomorphism.) ]

Exercise 1.4.8. Prove that a full and faithful functor reflects isomorphisms.
Functor categories Set®” are important enough to deserve a name. They are called

presheaf categories, and a functor F': C°P — Set is called a presheaf on C. We also use the

notation C = Set®”.

1.4.3 Equivalence of categories

An isomorphism of categories C and D in Cat consists of functors

F

C D

G

such that Go F' = 1¢ and F'oGG = 1p. This is often too restrictive a notion. A more general
notion which replaces the above identities with natural isomorphisms is more useful.
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1.4 Natural Transformations and Functor Categories 21

Definition 1.4.9. An equivalence of categories is a pair of functors

F
C D
G
such that there are natural isomorphisms
GoF =1, and FoG=1p.

We say that C and D are equivalent categories and write C ~ D.
A functor F' : C — D is called an equivalence functor if there exists G : D — C such
that F' and G form an equivalence.

The point of equivalence of categories is that it preserves almost all categorical prop-
erties, but ignores those concepts that are not of interest from a categorical point of view,
such as identity of objects.

The following proposition requires the Axiom of Choice as stated. However, in many
specific cases a canonical choice can be made without appeal to that axiom.

Proposition 1.4.10. A functor F' : C — D is an equivalence functor if, and only if, F is
full and faithful, and essentially surjective on objects, meaning that for every B € D there
exists A € C such that FA = B.

Proof. 1t is easily seen that the conditions are necessary, so we only show they are sufficient.
Suppose F' : C — D is full and faithful, and essentially surjective on objects. For each
B € D, choose an object GB € C and an isomorphism np : F(GB) — B. If f: B — C'is
a morphism in D, let Gf : GB — GC be the unique morphism in C for which

F(Gf)y=nc""ofong. (1.7)

Such a unique morphism exists because F' is full and faithful. This defines a functor G :
D — C, as can be easily checked. In addition, (1.7) ensures that 7 is a natural isomorphism
FoG = 1'D~

It remains to show that G o F' = 1. For A € C, let 04 : G(FA) — A be the unique
morphism such that F0, = nrps. Naturality of 64 follows from functoriality of F' and
naturality of 7. Because F reflects isomorphisms, 64 is an isomorphism for every A. [

Example 1.4.11. As an example of equivalence of categories we consider the category of
sets and partial functions and the category of pointed sets.

A partial function f: A — B is a function defined on a subset supp f C A, called the
support® of f, and taking values in B. Composition of partial functions f : A — B and
g : B — C is the partial function go f : A — C defined by

supp(g0f):{a:€A‘szuppf/\fa:Esuppg}
(9o flz=g(fz) forx €supp(go f)

3The support of a partial function f : A — B is usually called its domain, but this terminology conflicts
with A being the domain of f as a morphism.
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Composition of partial functions is associative. This way we obtain a category Par of sets
and partial functions.

A pointed set (A,a) is a set A together with an element a € A. A pointed function
f:(A,a) = (B,b) between pointed sets is a function f : A — B such that fa = b. The
category Set, consists of pointed sets and pointed functions.

The categories Par and Set, are equivalent. The equivalence functor F' : Set, — Par
maps a pointed set (A, a) to the set F(A,a) = A\ {a}, and a pointed function f : (A, a) —
(B, b) to the partial function Ff : F(A,a) — F(B,b) defined by

supp(Ff):{xEA‘fxyéb}, (Ff)x= fx.

The inverse equivalence functor G : Par — Set, maps a set A € Par to the pointed set
GA = (A+{La},La), where L4 is an element that does not belong to A. A partial
function f : A — B is mapped to the pointed function Gf : GA — G B defined by

(Gf)x:{fx if z € supp f

1lp otherwise .

A good way to think about the “bottom” point L 4 is as a special “undefined value”. Let
us look at the composition of F' and G on objects:

G(F(A,a)) = G(A\{a}) = (A\{a}) + La, La) = (A,0q) .
F(GA) = FA+{La}, La)=A+{Lah\{La}=A.

The isomorphism G(F'(A,a)) = (A, a) is easily seen to be natural.

Example 1.4.12. Another example of an equivalence of categories arises when we take
the poset reflection of a preorder. Let (P, <) be a preorder, If we think of P as a category,
then a,b € P are isomorphic, when a < b and b < a. Isomorphism = is an equivalence
relation, therefore we may form the quotient set P/2. The set P/ is a poset for the order
relation C defined by

[a] T b <= a<b.

Here [a] denotes the equivalence class of a. We call (P/=,C) the poset reflection of P.
The quotient map ¢ : P — P/% is a functor when P and P/% are viewed as categories.
By Proposition 1.4.10, q is an equivalence functor. Trivially, it is faithful and surjective on
objects. It is also full because ga C ¢b in P/= implies a < b in P.

1.5 Adjoint Functors

The notion of adjunction is perhaps the most important concept revealed by category
theory. It is a fundamental logical and mathematical concept that occurs everywhere and
often marks an important and interesting connection between two constructions of interest.
In logic, adjoint functors are pervasive, although this is only recognizable through the lens
of category theory.

[DRAFT: SEPTEMBER 17, 2022]



1.5 Adjoint Functors 23

1.5.1 Adjoint maps between preorders

Let us begin with a simple situation. We have already seen that a preorder (P, <) is
a category in which there is at most one morphism between any two objects. A functor
between preorders is a monotone map. Suppose we have preorders P and () with monotone
maps back and forth,

f

9

P Q.

We say that f and g are adjoint, and write f 4 g, when for all z € P, y € Q,
fr<y <= x<gy. (1.8)

Note that adjointness is not a symmetric relation. The map f is the left adjoint and g is
the right adjoint (note their positions with respect to <).
Equivalence (1.8) is more conveniently displayed as

fr <y
< gy

The double line indicates the fact that this is a two-way rule: the top line implies the
bottom line, and vice versa.
Let us consider two examples.

Conjunction is adjoint to implication Consider a propositional calculus with logical
operations of conjunction A and implication = (perhaps among others). The formulas of

this calculus are built from variables xq, x1, x9, ..., the truth values | and T, and the
logical connectives A, =, .... The logical rules are given in natural deduction style:
L s A B ANB ANB
T A ANB A B
[u: A]
A=B A :
B B
A=B"

For example, we read the inference rules for = as, respectively, “from A = B and A we
infer B” and “if from assumption A we infer B, then (without any assumptions) we infer
A = B”. Discharged assumptions are indicated by enclosing them in brackets, along with
a label [u : A] for the assumption, which is recorded along with the rule that discharges it,
as above.
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Logical entailment - between formulas of the propositional calculus is the relation A
B which holds if, and only if, from assuming A we can infer B (by using only the inference
rules of the calculus). It is trivially the case that A - A, and also

ifAF Band BFC then A C' .

In other words, I is a reflexive and transitive relation on the set P of all propositional
formulas, so that (P,F) is a preorder.
Let A be a propositional formula. Define f : P — P and g : P — P to be the maps

fB=(AAB), gB= (A= B).

To see that the maps f and g are functors we need to show they respect entailment. Indeed,
if BB then ANBF AAB and A= B+ A= B’ by the following two derivations.

ANB A=B [u:A]
B B
AQB B o
ANDB A= DB “

We claim that f 4 g. For this we need to prove that AA B+ C'if, and only if, BF- A = C.
The following two derivations establish the required equivalence.

w:A] B ANB
ANB B
C A=C AI/;B
A=c " C

Therefore, conjunction is left adjoint to implication.

Topological interior as an adjoint Recall that a topological space (X, OX) is a set X
together with a family OX C PX of subsets of X which contains () and X, and is closed
under finite intersections and arbitrary unions. The elements of OX are called the open
sets.

The topological interior of a subset S C X is the largest open set contained in 5,
namely,

intS=| J{veox|Ucs}.

Both OX and PX are posets ordered by subset inclusion. The inclusion 7 : OX — PX is
thus a monotone map, and so indeed is the interior int : PX — OX, as follows immediately
from its construction. So we have:

0X PX

int
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Moreover, for U € OX and S € PX we plainly also have
WU C S
UCintS

since int S is the largest open set contained in S. Thus topological interior is right adjoint
to the inclusion of OX into PX.

1.5.2 Adjoint functors

Let us now generalize the notion of adjoint monotone maps from posets to the situation

F

~—

G

with arbitrary categories and functors. For monotone maps f = g, the adjunction condition
is a bijection

C D

fr—y

between morphisms of the form frxr — y and morphisms of the form x — gy. This is
the notion that generalizes the special case; for any A € C, B € D we require a bijection

between the sets D(F'A, B) and C(A, GB):

FA— B
A— GB
Definition 1.5.1. An adjunction F - G between the functors
F
C D
G
is a natural isomorphism ¢ between functors
D(F—,—):C® x D — Set and C(—,G—):C® x D — Set .

This means that for every A € C and B € D there is a bijection
Oap:D(FA B)=C(AGB),

and naturality of 6 means that for f : A =+ Ain C and g : B — B’ in D the following
diagram commutes:

D(FA, B) Oa.5 D(A,GB)
D(F'f,g) C(f.Gyg)
D(FA', B C(A',GB')

A", B
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Equivalently, for every h: FA — B in D,
Ggo(Oaph)o f=0ap(gohoFf).
We say that I is the left adjoint and G is the right adjoint.

We have already seen examples of adjoint functors. For any category B we have functors
(=) x B and (—)® from Cat to Cat. Recall the isomorphism (1.6),

Cat(A x B,C) = Cat(A,C") .
This isomorphism is in fact natural in A and C, so that
(=) x B (—)".
Similarly, for any set B € Set there are functors
(—) x B :Set — Set, (—)” : Set — Set ,

where A x B is the cartesian product of A and B, and C? is the set of all functions from B
to C. For morphisms, f x B = f x 1 and f? = f o (). We then indeed have a natural
isomorphism, for all A, C € Set,

Set(A x B,C) = Set(A,CP) ,
which maps a function f: A x B — C to the function (}Vx)y = f(z,y). Therefore,
(—)x BH(—)".

Exercise 1.5.2. Verify that the definition (1.8) of adjoint monotone maps between pre-
orders is a special case of Definition 1.5.1. What happened to the naturality condition?

For another example, consider the forgetful functor
U : Cat — Graph ,

which maps a category to the underlying directed graph. It has a left adjoint P 4 U.
The functor P is the free construction of a category from a graph; it maps a graph G to
the category of paths P(G). The objects of P(G) are the vertices of G. The morphisms
of P(G) are the finite paths

€1 €2 €n
U v N Up,

of edges in (G, composition is concatenation of paths, and the identity morphism on a
vertex v is the empty path starting and ending at v.

By using the Yoneda Lemma we can easily prove that adjoints are unique up to natural
isomorphism.
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Proposition 1.5.3. Let F : C — D and G : D — C be adjoint functors, with FF 4 G. If
also G' : D — C with F 4 G', then G =2 G'.

Proof. Since the Yoneda embedding is full and faithful, we have GB = G'B if, and only
if, C(—,GB) =2 C(—,G'B). But this indeed holds, because, for any A € C, we have

C(A,GB)~D(FA,B)~C(A,G'B),
naturally in A. ]

Left adjoints are of course also unique up to isomorphism, by duality.

1.5.3 The unit of an adjunction

Let F : C — D and G : D — C be adjoint functors, F' 4 G, and let § : D(F—,—) —
C(—,G—) be the natural isomorphism witnessing the adjunction. For any object A € C
there is a distinguished morphism 74 = 04 palpa : A = G(FA),

lpa: FA— FA

na:A— G(FA)

Since # is natural in A, we have a natural transformation n : 1o = G o F, which is
called the unit of the adjunction F' 4 G. In fact, we can recover § from 7 as follows. For
f: FA— B, we have

Oasf =0aB(folpa) =Gfoblara(lra) =Gfona,

where we used naturality of 6 in the second step. Schematically, given any f : FA — B,
the following diagram commutes:

A" G(FaA)
G

OaBf d
GB

Since 04 p is a bijection, it follows that every morphism ¢g : A — GB has the form
g = Gf ony for a unique f : FA — B. We say that n4 : A — G(FA) is a universal
morphism to G, or that n has the following universal mapping property: for every A € C,
B €D, and g: A — GB, there exists a unique f: FA — B such that g = Gf o na:

A—"T GRA) FA
g Gf f

Y

GB B
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This means that an adjunction can be given in terms of its unit. The isomorphism @ :
D(F—,—) — C(—,G—) is then recovered by

Oapf=Gfona.

Proposition 1.5.4. A functor F : C — D is left adjoint to a functor G : D — C if, and
only if, there exists a natural transformation

n:le=Gol,

called the unit of the adjunction, such that, for all A € C and B € D the map 04 :
D(FA,B) — C(A,GB), defined by

Oanf=Gfona,
s an isomorphism.

Let us demonstrate how the universal mapping property of the unit of an adjunction
appears as a well known construction in algebra. Consider the forgetful functor from

monoids to sets,
U : Mon — Set .

Does it have a left adjoint F' : Set — Mon? In order to obtain one, we need a “most
economical” way of making a monoid F'X from a given set X. Such a construction readily
suggests itself, namely the free monoid on X, consisting of finite sequences of elements
of X,

FX={a1...2y|n>0&a,...,0,€ X} .

The monoid operation is concatenation of sequences

L1 - T Y1---Ypn =2T1...TlY1-.-Yn ,

and the empty sequence is the unit of the monoid. In order for F' to be a functor, it should
also map morphisms to morphisms. If f : X — Y is a function, define F'f : FX — FY by

There is an inclusion nx : X — U(FX) which maps every element x € X to the singleton
sequence x. This gives a natural transformation 7 : lge = U o F.

The monoid F'X is “free” in the sense that it “satisfies only the equations required
by the monoid laws”; we make this precise as follows. For every monoid M and function
f X — UM there exists a unique monoid homomorphism f : FX — M such that the
following diagram commutes:

X — P U(Fx)
N
UM
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This is precisely the condition required by Proposition 1.5.4 for n to be the unit of the
adjunction /' 4 U. In this case, the universal mapping property of n is just the usual
characterization of the free monoid F' X generated by the set X: a homomorphism from F'.X
is uniquely determined by its values on the generators.

1.5.4 The counit of an adjunction

Let F: C — D and G : D — C be adjoint functors with ' 4 G, and let 6 : D(F—, —) —
C(—,G—) be the natural isomorphism witnessing the adjunction. For any object B € D
we have a distinguished morphism ep = 055 glap : F(GB) — B by:

lgp: GB - GB

EB - F(GB) — B

The natural transformation € : F'o G = 1p is called the counit of the adjunction F' 4 G.
It is the dual notion to the unit of an adjunction. We state briefly the basic properties
of the counit, which are easily obtained by “turning around” all the morphisms in the
previous section and exchanging the roles of the left and right adjoints.

The bijection 92713 can be recovered from the counit. For g : A — GB in C, we have

92,139 = GZ}B(]-GB 0g) = ‘92,13103 oFg=epokFyg.

The universal mapping property of the counit is this: for every A € C, B € D, and
f: FA — B, there exists a unique g : A — G B such that f =ego Fg:

B8 F(GB) GB
A

Fg 9
/

FA A

The following is the dual of Proposition 1.5.4.

Proposition 1.5.5. A functor F : C — D is left adjoint to a functor G : D — C if, and
only if, there exists a natural transformation

SZFOG:>1D,

called the counit of the adjunction, such that, for all A € C and B € D the map HZ}B :
C(A,GB) — D(FA, B), defined by

059 =cpoFy,

18 an isomorphism.

[DRAFT: SEPTEMBER 17, 2022]



30 Category Theory

Let us consider again the forgetful functor U : Mon — Set and its left adjoint I :
Set — Mon, the free monoid construction. For a monoid (M, *) € Mon, the counit of the
adjunction F' 4 U is a monoid homomorphism ey, : F(UM) — M, defined by

ex(T1Tg. . xp) =Ty K Ta KoK Ty,

It has the following universal mapping property: for X € Set, (M,x) € Mon, and a
homomorphism f : FX — M there exists a unique function f : X — UM such that
f =en o Ff, namely
fr=fx,

where in the above definition x € X is viewed as an element of the set X on the left-hand
side, and as an element of the free monoid F'X on the right-hand side. To summarize,
the universal mapping property of the counit ¢ is the familiar piece of wisdom that a
homomorphism f : FX — M from a free monoid is already determined by its values on
the generators.

1.6 Limits and Colimits

The following limits and colimits are all special cases of adjoint functors, as we shall see.

1.6.1 Binary products

In a category C, the (binary) product of objects A and B is an object A x B together
with projections my : A x B — A and m; : A x B — B such that, for every object C' € C
and every pair of morphisms f : C — A, g : C — B there exists a unique morphism
h:C — A x B for which the following diagram commutes:

We normally refer to the product (Ax B, m, m1) just by its object Ax B, but you should keep
in mind that a product is given by an object and two projections. The arrow h : C' — Ax B
is denoted by (f, g). The property

for all C, forall f:C — A, forall g: C'— B,
there is a unique h: C' — A x B,
with mpoh=f & mpoh=g

is the universal mapping property of the product A x B. It characterizes the product of A
and B uniquely up to isomorphism in the sense that if (P,py : P — A,p; : P — B) is
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another product of A and B, then there is a unique isomorphism r : P = A x B such that
po=mgor and py =mor.

If in a category C every two objects have a product, we can turn binary products into an
operation* by choosing a product A x B for each pair of objects A, B € C. In general this
requires the Axiom of Choice, but in many specific cases a particular choice of products can
be made without appeal to that axiom. When we view binary products as an operation,
we say that “C has chosen products”. The same holds for other instances of limits and
colimits.

For example, in Set the usual cartesian product of sets is a product. In categories of
structures, products are the usual construction: the product of topological spaces in Top
is their topological product, the product of directed graphs in Graph is their cartesian
product, the product of categories in Cat is their product category, and so on.

1.6.2 Terminal objects

A terminal object in a category C is an object 1 € C such that for every A € C there exists
a unique morphism !, : A — 1.

For example, in Set an object is terminal if, and only if, it is a singleton. The terminal
object in Cat is the unit category 1 consisting of one object and one morphism.

Exercise 1.6.1. Prove that if 1 and 1’ are terminal objects in a category then they are
isomorphic.

Exercise 1.6.2. Let Field be the category whose objects are fields and morphisms are field
homomorphisms.® Does Field have a terminal object? What about the category Ring of
rings?

1.6.3 Equalizers

Given objects and morphisms

¢ f
A

E B

we say that e equalizes f and g when foe = goe.% An equalizer of f and g is a universal
equalizing morphism; thus e : £ — A is an equalizer of f and g when it equalizes them
and, for all K : K — A, if fok = g ok then there exists a unique morphism m : K — F

4More precisely, binary product is a functor from C x C to C, cf. Section 1.6.11.

A field (F,+,-,7%,0,1) is a ring with a unit in which all non-zero elements have inverses. We also
require that 0 # 1. A homomorphism of fields preserves addition and multiplication, and consequently
also 0, 1 and inverses.

SNote that this does not mean the diagram involving f, g and e is commutative!
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such that k = eom:

. f
E A B
. g
m
K

In Set the equalizer of parallel functions f: A — B and g : A — B is the set
E:{x€A|f$:gx}

with e : E — A being the subset inclusion £ C A, ex = x. In general, equalizers can be
thought of as those subobjects (subsets, subgroups, subspaces, ...) that can be defined by
an equation.

Exercise 1.6.3. Show that an equalizer is a monomorphism, i.e., if e : F — A is an
equalizer of f and g, then, for all r,s : C'— E, eor = eos implies r = s.

Definition 1.6.4. A morphism is a regular mono if it is an equalizer.

The difference between monos and regular monos is best illustrated in the category Top:
a continuous map f : X — Y is mono when it is injective, whereas it is a regular mono
when it is a topological embedding.”

1.6.4 Pullbacks

A pullback of f: A — C and g: B — C is an object P with morphisms py : P — A and
p1 : P — B such that f opg = gop;, and whenever @, q¢o : Q — A, and ¢; : Q — B are
such that f oqy = g o ¢y, there then exists a unique h : ) — P such that ¢y = py o h and
@ =pioh

We indicate that P is a pullback by drawing a square corner next to it, as in the above
diagram. The pullback is sometimes written A X B, since it is indeed a product in the
slice category over C.

TA continuous map f: X — Y is a topological embedding when, for every U € OX, the image f[U] is
an open subset of the image im(f); this means that there exists V' € OY such that f[U] =V Nnim(f).
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In Set, the pullback of f: A — C and g : B — C' is the set

P:{<x,y>€AxB}fa::gy}

and the functions py : P — A, p; : P — B are the projections, po(z,y) = z, p1{z,y) = v.
When we form the pullback of f : A — C and g : B — ' we may also say that we
pull g back along f and draw the diagram

f B B
I*g g
A C

We think of f*¢g : f*B — A as the inverse image of B along f. This terminology is
explained by looking at the pullback of a subset inclusion u : U — C' along a function
f A — C in the category Set:

U

_

Q<:—)Q

A

f

In this case the pullback is {(z,y) € Ax U ‘ fr=y} =2 {zeA | freU} = f*U, the
inverse image of U along f.

Exercise 1.6.5. Prove that in a category C, a morphism f : A — B is mono if, and only
if, the following diagram is a pullback:

A 1Ay
14 f
A B
f

1.6.5 Limits

Let us now define the general notion of a limit.

A diagram of shape T in a category C is a functor D : Z — C, where the category Z is
called the index category. We use letters i, j, k, ... for objects of an index category Z, call
them indices, and write D;, D;, Dy, ... instead of Di, Dj, Dk, ...
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For example, if Z is the category with three objects and three morphisms

1
% .
25373

where 13 = 23 0 12 then a diagram of shape Z is a commutative diagram

(1.9)
d

D,

D,

> dys
D

dys 0

For each object A € C, the constant A-valued diagram of shape Z is given by the constant
functor Ay, : Z — C, which maps every object to A and every morphism to 14.

Let D : 7T — C be a diagram of shape Z. A cone on D from an object A € C is a
natural transformation o : Ay = D. This means that for every index ¢ € Z there is a
morphism «; : A — D; such that whenever v : 7 — j in Z then o; = Duo o.

For a given diagram D : Z — C, we can collect all cones on D into a category Cone(D)
whose objects are cones on D. A morphism between cones f : (A,a) — (B,f) is a
morphism f : A — B in C such that a; = ;0 f for all i € Z. Morphisms in Cone(D) are
composed as morphisms in C. A morphism f : (A, «) — (B, () is also called a factorization
of the cone (A, ) through the cone (B, f3).

A limit of a diagram D : Z — C is a terminal object in Cone(D). Explicitly, a limit
of D is given by a cone (L, \) such that for every other cone (A, «) there exists a unique
morphism f : A — L such that o; = \; o f for all i € Z. We denote (the object part of) a
limit of D by one of the following:

1€

Limits are also called projective limits. We say that a category has limits of shape T when
every diagram of shape Z in C has a limit.
Products, terminal objects, equalizers, and pullbacks are all special cases of limits:

e a product A x B is the limit of the functor D : 2 — C where 2 is the discrete category
on two objects 0 and 1, and Dy = A, D; = B.

e a terminal object 1 is the limit of the (unique) functor D : 0 — C from the empty
category.

e an equalizer of f,g: A — B is the limit of the functor D : (- = -) — C which maps
one morphism to f and the other one to g.
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e the pullback of f : A — C and g : B — (' is the limit of the functor D : 7 — C
where Z is the category
[ ]
|2
[

with D1 = f and D2 = g.
It is clear how to define the product of an arbitrary family of objects
{Aiecliel} .

Such a family is a diagram of shape I, where [ is viewed as a discrete category. A product
[L;c; Ai is then given by an object P € C and morphisms 7; : P — A; such that, when-
ever we have a family of morphisms { fi:B— A; ‘ 1e€1 } there exists a unique morphism
(fi)ier : B — P such that f; = m o f for all i € I.

A finite product is a product of a finite family. As a special case we see that a terminal
object is the product of an empty family. It is not hard to show that a category has finite
products precisely when it has a terminal object and binary products.

A diagram D : 7 — C is small when Z is a small category. A small limit is a limit of a
small diagram. A finite limit is a limit of a diagram whose index category is finite.

Exercise 1.6.6. Prove that a limit, when it exists, is unique up to isomorphism.

The following proposition and its proof tell us how to compute arbitrary limits from
simpler ones. We omit detailed proofs as they can be found in any standard textbook on
category theory.

Proposition 1.6.7. The following are equivalent for a category C:
1. C has a terminal object and all pullbacks.
2. C has equalizers and all finite products.
3. C has all finite limits.

Proof. We only show how to get binary products from pullbacks and a terminal object.
For objects A and B, let P be the pullback of !4 and !p:

m

P B
_
o !B
A ' 1
cA

Then (P, m,m ) is a product of A and B because, for all f: X — Aand g: X — B, it is
trivially the case that 4o f =!gog. [
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Proposition 1.6.8. The following are equivalent for a category C:

1. C has equalizers and all small products.

2. C has all small limits.

Proof. We indicate how to construct an arbitrary limit from a product and an equalizer.
Let D : Z — C be a small diagram of an arbitrary shape Z. First form an Zy-indexed
product P and an Z;-indexed product ()

p=1]Di. Q= ]] Deotu -
1€Z1y u€ly

By the universal property of products, there are unique morphisms f : P — () and
g : P — @ such that, for all morphisms u € Z;,

P

Q — P Q _
7T-uof_Duoﬂ-domu7 Ty ©9 = Teoduw -

Let E be the equalizer of f and g,

E—¢ .p

Q

9

For every i € Z there is a morphism ¢; : E — D;, namely ¢; = 77’ oe. We claim that (E, ¢)

i

is a limit of D. First, (£, ¢) is a cone on D because, for all v : 7 — j in Z,

P

i

P

- — @ — Q — — e
Duog;=Duom; ce=myofoe=mlogoe=m oe=¢;.

If (A, ) is any cone on D there exists a unique ¢ : A — P such that a; = 7/ ot for all
1 € L. For every u : 1 — j in Z we have

W?ogotzwfot:tj:DuotZ-:Duom-Pot:m?ofot,

therefore g ot = f ot. This implies that there is a unique factorization k : A — E such
that t = eo k. Now for every ¢ € 7

giok=nloeck=not=q
so that k : A — F is the required factorization of the cone (A, «) through the cone (E,¢).
To see that k is unique, suppose m : A — E is another factorization such that a; = ¢;0om
for all i € Z. Since e is mono it suffices to show that e o m = e o k, which is equivalent to
proving 77 oeom =7 oeok for all i € Z. This last equality holds because

P

%

oeok=nlot=a;=c,om=n"occom.

T

]

A category is (small) complete when it has all small limits, and it is finitely complete
(or left exact, briefly lex) when it has finite limits.
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Limits of presheaves Let C be a locally small category. Then the presheaf category
C = Set®” has all small limits and they are computed pointwise, e.g., (P x Q)A = PAxQA
for P,Q) € (Z, A € C. To see that this is really so, let Z be a small index category and
D : 7T — C a diagram of presheaves. Then for every A € C the diagram D can be
instantiated at A to give a diagram DA : Z — Set, (DA); = D;A. Because Set is small
complete, we can define a presheaf L by computing the limit of DA:

LA =1lim DA = @DiA .
i€T
We should keep in mind that lim DA is actually given by an object (lim DA) and a natural
transformation dA : Agim pay = DA. The value of LA is supposed to be just the object
part of lim DA. From a morphism f : A — B we obtain for each ¢ € 7 a function
D;f o (6A); : LA — D;B, and thus a cone (LA, Df o dA) on DB. Presheaf L maps the
morphism f : A — B to the unique factorization Lf : LA = LB of the cone (LA, D fodA)
on DB through the limit cone LB on DB.

For every i € Z, there is a function A; = (6A); : LA — D;A. The family {A;},.; is a
natural transformation from Aps to DA. This gives us a cone (L, A) on D, which is in
fact a limit cone. Indeed, if (5, %) is another cone on D then for every A € C there exists
a unique function ¢4 : SA — LA because SA is a cone on DA and LA is a limit cone

on DA. The family {¢4} 4. is the unique natural transformation ¢ : S = L for which
Y=¢oA.

1.6.6 Colimits

Colimits are the dual notion of limits. Thus, a colimit of a diagram D : Z — C is a limit
of the dual diagram D°P : 7°° — C°P in the dual (i.e., opposite) category C°P:

colim(D : Z — C) = lim(D : Z°° — C°?) .

Explicitly, the colimit of a diagram D : Z — C is the initial object in the category of
cocones Cocone(D) on D. A cocone (A, «) on D is a natural transformation o : D = A 4.
It is given by an object A € C and, for each ¢ € Z, a morphism «; : D; — A, such that
a; = a;; o Du whenever u : i — j in Z. A morphism between cocones f : (4,a) = (B, f5)
is a morphism f : A — B in C such that §; = foq; for all « € 7.

A colimit of D : Z — C is then given by a cocone (C,() on D such that, for every
cocone (A, «) on D there exists a unique morphism f : C'— A such that «; = f o (; for all
1 € D. We denote a colimit of D by one of the following:

colim D colim;c7 D; hAq D, .

e
Colimits are also called inductive limits.
Exercise 1.6.9. Formulate the dual of Proposition 1.6.7 and Proposition 1.6.8 for colimits

(coequalizers are defined in Section 1.6.9).
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1.6.7 Binary coproducts

In a category C, the (binary) coproduct of objects A and B is an object A + B together
with injections 1o : A — A+ B and ¢; : B — A + B such that, for every object C' € C and
all morphisms f: A — C, g: B — C there exists a unique morphism h : A+ B — C for
which the following diagram commutes:

l1

B

A—" 448

The arrow h: A+ B — C' is denoted by [f, g].

The coproduct A + B is the colimit of the diagram D : 2 — C, where Z is the discrete
category on two objects 0 and 1, and Dy = A, D, = B.

In Set the coproduct is the disjoint union, defined by

X+Y={0,2) |ze X}U{(l,y) |zeY},

where 0 and 1 are distinct sets, for example () and {0}. Given functions f : X — Z and
g:Y — Z, the unique function [f,g] : X +Y — Z is the usual definition by cases:

Jfx ifu=(0,2)
Uﬂ]u_{gw ifu=(1,x).

Exercise 1.6.10. Show that the categories of posets and of topological spaces both have
coproducts.

1.6.8 Initial objects

An initial object in a category C is an object 0 € C such that for every A € C there exists
a unique morphism oy : 0 — A.

An initial object is the colimit of the empty diagram.

In Set, the initial object is the empty set.

Exercise 1.6.11. What is the initial and what is the terminal object in the category of
groups”?
A zero object is an object that is both initial and terminal.

Exercise 1.6.12. Show that in the category of Abelian® groups finite products and co-
products agree, that is0 = 1 and Ax B= A+ B.

Exercise 1.6.13. Suppose A and B are Abelian groups. Is there a difference between their
coproduct in the category Group of groups, and their coproduct in the category AbGroup
of Abelian groups?

8An Abelian group is one that satisfies the commutative law x -y = y - x.
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1.6.9 Coequalizers

Given objects and morphisms

A B

Q

g

we say that g coequalizes f and g when eo f = eog. A coequalizer of f and g is a universal
coequalizing morphism; thus ¢ : B — @ is a coequalizer of f and g when it coequalizes
them and, for all s : B — S, if so f = sog then there exists a unique morphism r : ) — 5
such that s =roq:

/
A B—1 .0
9
s\ T
y
S

In Set the coequalizer of parallel functions f : A — B and g : A — B is the quotient
set Q = B/~ where ~ is the least equivalence relation on B satisfying

fr=gy=ax~y.

The function q : B — @ is the canonical quotient map which assigns to each element € B
its equivalence class [x] € B/~. In general, a coequalizer can be thought of as the quotient
by the equivalence relation generated by the corresponding equation.

Exercise 1.6.14. Show that a coequalizer is an epimorphism, i.e., if ¢ : B — @ is a
coequalizer of f and g, then, for all u,v : Q — T, wo q = v o q implies v = v. [Hint: use
the duality between limits and colimits and Exercise 1.6.3.]

Definition 1.6.15. A morphism is a regular epi if it is a coequalizer.

The difference between epis and regular epis is also illustrated in the category Top: a
continuous map f : X — Y is epi when it is surjective, whereas it is a regular epi when it
is a topological quotient map.?

1.6.10 Pushouts

A pushout of f : A — B and g : A — C is an object () with morphisms qo : B — @ and
q1 : C — @ such that ¢y o f = ¢ o g, and whenever o : B — R, r; : C' — R are such that

9A continuous map f : X — Y is a topological quotient map when it is surjective and, for every U C Y,
U is open if, and only if, f*U is open.

[DRAFT: SEPTEMBER 17, 2022]



40 Category Theory

roo f =1y o g, then there exists a unique s : () — R such that rp = so gy and r; = s o ¢:

A—9 ¢

We indicate that @) is a pushout by drawing a square corner next to it, as in the above
diagram. The above pushout @) is sometimes denoted by B +4 C.
A pushout as above is a colimit of the diagram D : Z — C where the index category Z is

and D1 = f, D2 =g.
In Set, the pushout of f: A — C and g : B — C'is the quotient set

Q=(B+0)/~

where B + (' is the disjoint union of B and C, and ~ is the least equivalence relation
on B+ C such that, for all x € A,

fx~gx.
The functions qo : B — @, ¢ : C' — Q are the injections, qox = [z]|, 1y = [y], where [z] is
the equivalence class of x.

1.6.11 Limits as adjoints

Limits and colimits can be defined as adjoints to certain very simple functors.

First, observe that an object A € C can be viewed as a functor from the terminal
category 1 to C, namely the functor which maps the only object x of 1 to A. Since 1 is the
terminal object in Cat, there exists a unique functor !¢ : C — 1, which maps every object
of C to *.

Now we can ask whether this simple functor !¢ : C — 1 has any adjoints. Indeed,
it has a right adjoint just if C has a terminal object 1¢, for the corresponding functor
1¢ : 1 — C has the property that, for every A € C we have a (trivially natural) bijective
correspondence:

! A A— 1C

1*Z!cA—>*
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Similarly, an initial object is a left adjoint to lc:
Oc 4l 11c.
Now consider the diagonal functor,
A:C—CxC,

defined by AA = (A, A), Af = (f, f). When does this have adjoints?
If C has all binary products, then they determine a functor
—x—:CxC—=C
which maps (A, B) to A x B and a pair of morphisms (f : A — A',g : B — B’) to
the unique morphism f x g : A x B — A’ x B’ for which my o (f x g) = f o m and
m o (f X g)=gom,

A< pxp-T™ . p
f fxg g
A A X B ——— B

The product functor x is right adjoint to the diagonal functor A. Indeed, there is a natural

bijective correspondence:
(f,9): (A, A) = (B,C)

fxg: A= BxC
Similarly, binary coproducts are easily seen to be left adjoint to the diagonal functor,

+4AHx.

Now in general, consider limits of shape Z in a category C. There is the constant

diagram functor
A:C—C*

that maps A € C to the constant diagram A4 : Z — C. The limit construction is a functor
@ ct=c¢
that maps each diagram D € CZ to its limit lim D. These two are adjoint, A —1[1%1, because

there is a natural bijective correspondence between cones o : Ay = D on D, and their
factorizations through the limit of D,

OZIAA:>D

A— @ D
An analogous correspondence holds for colimits, so that we obtain a pair of adjunctions,

lig A lim

which, of course, subsume all the previously mentioned cases.
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Exercise 1.6.16. How are the functors A : C — €%, lim : €* — C, and lim : C* — C
defined on morphisms?

1.6.12 Preservation of limits

We say that a functor F': C — D preserves products when, given a product

0 1

A

Ax B B

its image in D,

F7T0 F7T1

FA F(A x B) FB
is a product of FFA and F'B. If D has chosen binary products, F' preserves binary products

if, and only if, the unique morphism f : F(A x B) — F A x F'B which makes the following

diagram commutative is an isomorphism: 1°
F(A x B)
Fmo f Fmy
FA<~—— FAX FB———FB

In general, a functor F' : C — D is said to preserve limits of shape Z when it maps
limit cones to limit cones: if (L, \) is a limit of D : Z — C then (FL,F o \) is a limit of
FoD:7T—D.

Analogously, a functor F': C — D is said to preserve colimits of shape Z when it maps
colimit cocones to colimit cocones: if (C,() is a colimit of D : Z — C then (FC, F o () is
a colimit of Fo D :Z — D.

Proposition 1.6.17. (a) A functor preserves finite (small) limits if, and only if, it pre-
serves equalizers and finite (small) products. (b) A functor preserves finite (small) colimits
if, and only if, it preserves coequalizers and finite (small) coproducts.

Proof. This follows from the fact that limits are constructed from equalizers and products,
cf. Proposition 1.6.8, and that colimits are constructed from coequalizers and coproducts,
cf. Exercise 1.6.9. O

Proposition 1.6.18. For a locally small category C, the Yoneda embeddingy : C — C
preserves all limits that exist in C.

10Products are determined up to isomorphism only, so it would be too restrictive to require F(A x B) =
FA x FB. When that is the case, however, we say that the functor F' strictly preserves products.
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Proof. Suppose (L, ) is a limit of D : Z — C. The Yoneda embedding maps D to the

-~

diagram y o D : T — C, defined by
(yoD);=yD;=C(—,D;) .
and it maps the limit cone (L, \) to the cone (yL,y o \) on y o D, defined by
(Yo A)i=yAi =C(—,\) .

To see that (yL,y o \) is a limit cone on y o D, consider a cone (M, u) on yo D. Then
1 Ay = D consists of a family of functions, one for each i € Z and A € C,

For every A € C and m € M A we get a cone on D consisting of morphisms
(i)am : A— D; . (tel)

There exists a unique morphism ¢4m : A — L such that (p;)am = A\; 0 ¢a4m. The family
of functions

¢pa:MA—C(AL)=(yoL)A (Ae()

forms a factorization ¢ : M = yL of the cone (M, p) through the cone (L,\). This
factorization is unique because each ¢4m is unique. [

In effect we showed that a covariant representable functor C(A, —) : C — Set preserves
existing limits,
C(A,@Di) = l&n C(A,D;) .
€T €T
By duality, the contravariant representable functor C(—, A) : C°®® — Set maps existing
colimits to limits,
C(liﬂDi,A) = @C(Di,A) .

1€L €L

Exercise 1.6.19. Prove the above claim that a contravariant representable functor C(—, A) :
C° — Set maps existing colimits to limits. Use duality between limits and colimits. Does
it also follow by a simple duality argument that a contravariant representable functor
C(—, A) maps existing limits to colimits? How about a covariant representable functor
C(A, —) mapping existing colimits to limits?

Exercise 1.6.20. Prove that a functor F' : C — D preserves monos if it preserves limits.
In particular, the Yoneda embedding preserves monos. Hint: Exercise 1.6.5.

Proposition 1.6.21. Right adjoints preserve limits, and left adjoints preserve colimits.
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Proof. Suppose we have adjoint functors
F
/\
G

and a diagram D : Z — D whose limit exists in D. We would like to use the following slick
application of Yoneda Lemma to show that G preserves limits: for every A € C,

C(A,G(lim D)) = D(FA, Jim D) = lim D(F A, D;)
l = lim C(A, GD;) 2 C(A, im(G o D)) .

€L

Therefore G(lim D) = lim(G o D). However, this argument only works if we already know
that the limit of G o D exists.

We can also prove the stronger claim that whenever the limit of D : Z — D exists then
the limit of G o D exists in C and its limit is G(lim D). So suppose (L, A) is a limit cone
of D. Then (GL,G o \) is a cone on G o D. If (A, «) is another cone on G o D, we have
by adjunction a cone (F'A,v) on D,

OCZA—>GD1

There exists a unique factorization f : FA — L of this cone through (L, ). Again by
adjunction, we obtain a unique factorization g : A — GL of the cone (A, a) through the
cone (GL,G o \):

f:FA—L

g:A— GL

The factorization g is unique because 7 is uniquely determined from «, f uniquely from «,
and ¢ uniquely from f.
By a dual argument, a left adjoint preserves colimits. ]
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Chapter 2

Propositional Logic

Propositional logic is the logic of propositional connectives like p A ¢ and p = ¢q. As
was the case for algebraic theories, the general approach will be to determine suitable
categorical structures to model the logical operations, and then use categories with such
structure to represent (abstract) propositional theories. Adjoints will play a special role, as
we will describe the basic logical operations as such. We again show that the semantics is
“functorial”, meaning that the models of a theory are functors that preserve the categorical
structure. We will show that there are classifying categories for all propositional theories,
as was the case for the algebraic theories that we have already met.

A more abstract, algebraic perspective will then relate the propositional case of syntax-
semantics duality with classical Stone duality for Boolean algebras, and related results from
lattice theory will provide an algebraic treatment of Kripke semantics for intuitionistic (and
modal) propositional logic.

2.1 Propositional calculus

Before going into the details of the categorical approach, we first briefly review the propo-
sitional calculus from a conventional point of view, as we did for algebraic theories. We
focus first on the classical propositional logic, before considering the intuitionistic case in
Section 3.4.

In the style of Section ??, we have the following (abstract) syntax for (propositional)
formulas:

Propositional variable p ::= p1 | p2 | p3| -
Propositional formula ¢ = p| T | L | —¢ | p1 Ao | d1V da | 1 = ¢2 | 1 & b2

An example of a formula is therefore (ps < ((((=p1) V (p2 A L)) V p1) = p3)). We will
make use of the usual conventions for parenthesis, with binding order =, A, V, =, <. Thus

e.g. the foregoing may also be written unambiguously as p3 < —p; Vp2 A LV p; = p3.
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Natural deduction

The system of natural deduction for propositional logic has one form of judgement

pla"'7pn’¢17"'7¢ml_¢

where p1,...,ps 1S a context consisting of distinct propositional variables, the formulas
O1, ..., Oy are the hypotheses and ¢ is the conclusion. The variables in the hypotheses and
the conclusion must occur among those listed in the context. The hypotheses are regarded
as a (finite) set; so they are unordered, have no repetitions, and may be empty. We may
abbreviate the context of variables by I', and we often omit it.

Deductive entailment (or derivability) ® F ¢ is thus a relation between finite sets of
formulas ® and single formulas ¢. It is defined as the smallest such relation satisfying the
following rules:

1. Hypothesis:

if ¢ occurs in @

NN
2. Truth:

OFT
3. Falsehood:

dF L

OF ¢

4. Conjunction:
OF ¢ OND PN Y OFPpNY

PFOAY OF o N ED
5. Disjunction:
O3 o) OHY dFopVY NNl b0
PEovy  dEOVY D0

6. Implication:
(ONORSE T dFop=1 OF o
PFPp= SF

For the purpose of deduction, we define =¢ := ¢ = L and ¢ < ¢ := (¢ = ) A (¥ = ¢).
To obtain classical logic we need only include one of the following additional rules.

7. Classical logic:
O F ¢

DoV o dF ¢
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A proof of ® F ¢ is a finite tree built from the above inference rules whose root is
® - ¢. For example, here is a proof of ¢ V 1 - 1Y V ¢ using the disjunction rules:

- oV, ok @ PV Y, p Y
PV PV PV, PEYV S pVY PPV P
PVYEYPV

A judgment ® F ¢ is provable if there exists a proof of it. Observe that every proof has at
its leaves either the rule for T or a hypothesis.

Exercise 2.1.1. Derive each of the two classical rules (2.1), called ezcluded middle and
double negation, from the other.

2.2 Truth values

The idea of an axiomatic system of deductive, logical reasoning goes to back to Frege, who
gave the first such system for propositional calculus (and more) in his Begriffsschrift of
1879. The question soon arose whether Frege’s rules (or rather, their derivable consequences
— it was clear that one could chose the primitive basis in different but equivalent ways)
were correct, and if so, whether they were all the correct ones. An ingenious solution was
proposed by Russell’s student Wittgenstein, who came up with an entirely different way of
singling out a set of “valid” propositional formulas in terms of assignments of truth values
to the variables occurring in them. He interpreted this as showing that logical validity
was really a matter of the logical structure of a proposition, and not depedent on any
particular system of derivations. The same idea seems to have been had independently by
Post, who proved that the valid propositional formulas coincide with the ones derivable
in Whitehead and Russell’s Principia Mathematica (which is propositionally equivalent
to Frege’s system), a fact that we now refer to as the soundness and completeness of
propositional logic.

In more detail, let a wvaluation v be an assignment of a “truth-value” 0,1 to each
propositional variable, v(p,) € {0,1}. We can then extend the valuation to all propositional
formulas [¢]V by the recursion,

= v(pn)
V=1
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This is sometimes expressed using the “semantic consequence” notation v F ¢ to mean
that [¢]” = 1. Then the above specification takes the form:

vE T always

vE L never

vE-g it vE@
vEoNY iff vE¢andvE
vEoVYy iff vEgorvEY
vE¢p=1 iff vFE ¢ impliesvF ¢
vEosyw it vE@iftvEY

Finally, ¢ is valid, written F ¢, is defined by,
Fo¢ it vE ¢ for all v.

And, more generally, we define ¢, ..., ¢, semantically entails ¢, written

D1y On F O, (2.1)

to mean that for all valuations v such that v F ¢, for all k, also v F ¢.

Given a formula in context I' | ¢ and a valuation v for the variables in I', one can check
whether v E ¢ using a truth table, which is a systematic way of calculating the value of
[¢]". For example, under the assignment v(p;) = 1,v(p2) = 0,v(p3) = 1 we can calculate

[¢]° for ¢ = (ps < ((((=p1) V (p2 A L)) V p1) = p3)) as follows.

PL P2 P3|Ps & = PV pp ALV pi = ps
1 0 1|1 10100001 1 1 1

The value of the formula ¢ under the valuation v is then the value in the column under
the main connective, in this case <, and thus [¢]" = 1.

Displaying all 23 valuations for the context I' = p;, ps, ps, therefore results in a table
that checks for validity of ¢,

P1 P2 P3|P3s & - p1 V pp A L V p = p3
1 1 1 1 ...

1 1 0 1

$1 6 1y1r 1 o0 1 0 O O O 1 1 1 1
1 0 O 1

0 1 1 1

0 1 0 1

0 0 1 1

0 0 0 1

In this case, working out the other rows shows that ¢ is indeed valid, thus F ¢.
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Theorem 2.2.1 (Soundness and Completeness of Propositional Calculus). Let ® be any
set of formulas and ¢ any formula, then

OHY <= DFEP.
In particular, for any propositional formula ¢ we have
Fo <— Fo.
Thus deriwability and validity coincide.

Proof. Let us sketch the usual proof, for later reference.

(Soundness:) First assume ® - 1, meaning there is a finite derivation of 1, all of the
hypotheses of which are in the set ®. Take a valuation v such that v F ®, meaning that
v E ¢ for all ¢ € . Observe that for each rule of inference, for any valuation v, if v E ¢
for all the hypotheses of the rule, then v E ~ for the conclusion. By induction on the
derivations therefore v F ¢.

(Competeness:) Suppose that & ¥ 1, then &, - ¥ L (using double negation elimi-
nation). By Lemma 2.2.2 below, there is a valuation v such that v F {®,—¢}. Thus in
particular v F ® and v ¥ v, therefore ® ¥ 1. ]

The key lemma is this:

Lemma 2.2.2 (Model Existence). A set ® of formulas is consistent, ® ¥ L, just if it has
a model, i.e. a valuation v such that v E ®.

Proof. Let ® be any consistent set of formulas. We extend ® C ¥ to one that is mazimally
consistent, meaning that for every formula 1, either ¥ € ¥ or -¢) € ¥ and not both.
Enumerate the formulas ¢, ¢1, ..., and let,

by = P,
®,.1 =P, U ¢, if consistent, else ®,,,
U=,
Now for each propositional variable p, define v(p) = 1 just if p € W. ]

2.3 Boolean algebra

There is of course another apporach to propositional logic, which also goes back to the
19th century, namely that of Boolean algebra, which draws on the analogy between the
propositional operations and the arithmetical ones.

Definition 2.3.1. A Boolean algebra is a set B equipped with the operations:
0,1:1— B
-:B—DB
AN,V:BxB—B
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satisfying the following equations:

rVr=x TN =2
tVy=yVux TANYy=yNzx
zV(yVz)=(xVy Vz cANYyANz)=(xAy) Az
zA(yVz)=(xAy)V(zAz) eV (yNz)=(zVy AV z)
OVz ==z INz =2
l1ve =1 ONz =0
“@Vy)=-zA-y o(@Ay) =TV oy

zV-x=1 Az =0

This is of course an algebraic theory, like those considered in the previous chapter.
Familiar examples of Boolean algebras are 2 = {0, 1}, with the usual operations, and more
generally, any powerset P X, with the set-theoretic operations AV B = AU B, etc. (indeed,
2 = P1 is a special case.).

Exercise 2.3.2. Show that the free Boolean algebra B(n) on n-many generators is the
double powerset PP(n), and determine the free functor on finite sets.

One can use equational reasoning in Boolean algebra as an alternative to the deductive
propositional calculus as follows. For a propositional formula in context I' | ¢, let us say
that ¢ is equationally provable if we can prove ¢ = 1 by equational reasoning (Section ?7?),
from the laws of Boolean algebras above. More generally, for a set of formulas ® and a
formula ¢ let us define the ad hoc relation of equational provability,

® = 1) (2.2)

to mean that ¢» = 1 can be proven equationally from (the Boolean equations and) the set
of all equations ¢ = 1, for ¢ € ®. Since we don’t have any laws for the connectives = or
&, let us replace them with their Boolean equivalents, by adding the equations:

¢=>1==0VP,
¢ P =(0V)A (V).

For example, here is an equational proof of (¢ = ¥) V (¢ = ¢).
@=P)V ¥ =0)=(oVPV (Vo)

=9V (Y V(- V o))
==¢V (¥ V)V )
=9V (1V¢)

= V1

—1V—¢

=1
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Thus,
F(o=Y) V(W =9).

We now ask: What is the relationship between equational provability ® F= ¢, deductive
entailment ® F ¢, and semantic entailment ® E ¢?

Exercise 2.3.3. Using equational reasoning, show that every propositional formula ¢ has
both a conjunctive ¢" and a disjunctive ¢V Boolean normal form such that:

1. The formula ¢¥ is an n-fold disjunction of m-fold conjunctions of positive p; or
negative —p; propositional variables,

¢ = (@A Adimy) Vo V(Qui A oo A dpimy,) qij € {Pij> 7Pij}
and ¢" is the same, but with the roles of V and A reversed.

2. Both
¢ < ¢ and ¢ < 0.

Exercise 2.3.4. Using Exercise 2.3.3, show that for every propositional formula ¢, equa-
tional provability is equivalent to semantic validity,

F= ¢ < EFo.

Hint: Put ¢ into conjunctive normal form and read off a truth valuation that falsifies it, if
there is one.

Exercise 2.3.5. A Boolean algebra can be partially ordered by defining x < y as
r<Ly <= zVy=y or equivalently r<y &= rNy==x.

Thus a Boolean algebra is a (poset) category. Show that as a category, a Boolean algebra
has all finite limits and colimits and is cartesian closed, and that a finitely complete and
cocomplete cartesian closed poset is a Boolean algebra just if it satisfies x = (z = 0) = 0,
where, as before, we define x = y := —xVy. Finally, show that homomorphisms of Boolean
algebras f : B — B’ are the same thing as functors (i.e. monotone maps) that preserve all
finite limits and colimits.

2.4 Lawvere duality for Boolean algebras

Let us apply the machinery of algebraic theories from Chapter 77 to the algebraic theory
of Boolean algebras and see what we get. The algebraic theory B of Boolean algebras is
a finite product (FP) category with objects 1, B, B%, ..., containing a Boolean algebra B,
with underlying object |B| = B. By Theorem ??7, B has the universal property that finite
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product preserving (FP) functors from B into any FP-category C correspond (pseudo-
Jnaturally to Boolean algebras in C,

Homgp(B, C) ~ BA(C). (2.3)

The correspondence is mediated by evaluating an FP functor F' : B — C at (the underlying
structure of) the Boolean algebra B to get a Boolean algebra F'(B) = BA(F)(B) in C:

F:B—C FP
F(B) BA(C)

We call B the universal Boolean algebra. Given a Boolean algebra A in C, we write
A B —C

for the associated classifying functor. By the equivalence of categories (2.3), we have isos,

I

AB)= A,  FBf==F.

And in particular, B* = 15 : B — B.
By Lawvere duality, Corollary ??, we know that B°? can be identified with a full
subcategory mod(B) of B-models in Set (i.e. Boolean algebras),

B°? = mod(B) — Mod(B) = BA(Set), (2.4)

namely, that consisting of the finitely generated free Boolean algebras F'(n). Composing
(2.4) and (2.3), we have an embedding of B°P into the functor category,

B°P < BA(Set) ~ Homgp (B, Set) < Set® (2.5)

which, up to isomorphism, is just the (contravariant) Yoneda embedding, taking B" € B
to the covariant representable functor y2(B") = Homg(B", —) (cf. Theorem ?7).

Now consider provability of equations between terms ¢ : B¥ — B in the theory B,
which are essentially the same as propositional formulas in context (p1, ..., px | ¢) modulo
B-provable equality. The universal Boolean algebra B is logically generic, in the sense that
for any such formulas ¢,1, we have B F ¢ = 1 just if B - ¢ = ¢ (Proposition ??7). The
latter condition is equational provability from the axioms for Boolean algebras, which is
just what was used in the definition of F= ¢ (cf. 2.2). Thus, in particular,

F=¢p <— BFo¢o=1<+—= BF¢p=1.

As we showed in Proposition 7?7, the image of the universal model B under the (FP)
covariant Yoneda embedding,
yg : B — Set®™

is also a logically generic model, with underlying object |yg(B)| = Homg(—, B). By Propo-
sition 7?7 we can use that fact to restrict attention to Boolean algebras in Set, and in
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particular, to the finitely generated free ones F'(n), when testing for equational provability.
Specifically, using the (FP) evaluation functors evalpn : Set®" — Set for all objects B € B,
we can extend the above reasoning as follows:

F=¢ <— BFo=1
— BF¢=1
— yp(B)Fop=1
< evalgnyg(B)Fp=1 forall B" € B
< F(n)FE¢=1 foralln.
The last step holds because the image of yg(B) under evalg. is the free Boolean algebra
F(n) (cf. Exercise 7?). Indeed, for the underlying objects we have
levalpys(B)] = evali|ys(B)] = evalys (|B]) = evalys(B)  ys(B)(B")
=~ Homg(B", B) = Homgae (F(n), F(1)) =2 Homga(F (1), F(n)) = |F(n)|.
Thus to test for equational provability it suffices to check the equations in the free algebras

F(n) (which makes sense, since these are usually defined in terms of equational provability).
We have therefore shown:

Lemma 2.4.1. A formula in context py,...,px | ¢ is equationally provable -— ¢ just in
case, for every free Boolean algebra F(n), we have F(n) E ¢ = 1.

The condition F(n) F ¢ = 1 means that the equation ¢ = 1 holds generally in F(n),
i.e. for any elements fi, ..., fr € F(n), we have @[f1/p1, ..., fr/px] = 1, where the expression
oLf1/p1s -y fr/Pr) denotes the element of F'(n) resulting from interpreting the propositional
variables p; as the elements f; and evaluating the resulting expression using the Boolean
operations of F(n). But now observe that the recipe:

for any elements fi, ..., fr € F(n), let the expression

OLf1/P1s s Ji/Pi] (2.6)

denote the element of F(n) resulting from interpreting the propositional vari-
ables p; as the elements f; and evaluating the resulting expression using the
Boolean operations of F'(n)

describes the unique Boolean homomorphism

¢

. (i)

F(k)

F(n),

where (f1,..., fx) : F(k) — F(n) is determined by the elements fi,..., fx € F(n), and
¢ : F(1) — F(k) by the corresponding element (py,...,px | ¢) € F(k). It is therefore
equivalent to check the case k = n and f; = p;, i.e. the “universal case”

(prpr [ 6) = 1 in F(R). (2.7)

Finally, we then have:
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Proposition 2.4.2 (Completeness of the equational propositional calculus). Equational
propositional calculus is sound and complete with respect to boolean-valued models in Set,
in the sense that a propositional formula ¢ is equationally provable from the laws of Boolean
algebra,

=9,
jgust if it holds generally in any Boolean algebra (in Set).

Proof. By “holding generally” is meant the universal quantification of the equation over
elements of a given Boolean algebra B, which is of course equivalent to saying that it
holds for all elements of B, in the sense stated after the Lemma. But, as above, this is
equivalent to the condition that for all by, ...,b, € B, for (by,...,b) : F(k) — B we have
(b1,...,b5)(¢) = 1 in B, which in turn is clearly equivalent to the previously determined
“universal” condition (2.7) that ¢ =1 in F(k). O

The analogous statement for equational entailment ® _ ¢ is left as an exercise.

Corollary 2.4.2 is a (very) special case of the Gddel completeness theorem for first-
order logic, for just the equational fragment of just the specific theory of Boolean algebras
(although, an analogous result of course holds for any other algebraic theory, and many
other systems of logic can be reduced to the algebraic case). Nonetheless, it suggests
another approach to the semantics of propositional logic based upon the idea of a Boolean
valuation, generalizing the traditional truth-value semantics from Section 2.2. We pursue
this idea systematically in the following section.

Exercise 2.4.3. For a formula in context pi,...,pr | ¥ and a Boolean algebra A, let
the expression ¥[a;/p1, ..., ax/px| denote the element of A resulting from interpreting the
propositional variables p; in the context as the elements a; of A, and evaluating the resulting
expression using the Boolean operations of A. For any finite set of propositional formulas
¢ and any formula ¢, let I' = py, ..., px be a context for (the formulas in) ® U {¢}. Finally,
recall that ® = 1 means that ¢» = 1 is equationally provable from the set of equations
{p=1]¢ € ®}. Show that & F= 1) just if for all finitely generated free Boolean algebras
F(n), the following condition holds:

For any elements fi, ..., fx € F(n), if ¢[f1/p1, ..., fr/px] = 1 for all ¢ € &, then
Oifi/p1, - fi/pr] = 1.

Is it sufficient to just take F'(k) and its generators py, ..., px as the fi, ..., fr? Is it equiv-
alent to take all Boolean algebras B, rather than the finitely generated free ones F(n)?
Determine a condition that is equivalent to ® = v for not necessarily finite sets ®.

2.5 Functorial semantics for propositional logic
Considering the algebraic theory of Boolean algebras suggests the idea of a Boolean valu-

ation of propositional logic, generalizing the truth valuations of section 2.2. This can be
seen as applying the framework of functorial semantics to a different system of logic than
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that of finite product categories, namely that represented categorically by poset categories
with finite products A and coproducts V (each of these specializations could, of course, also
be considered separately, giving A-semi-lattices and categories with finite products x and
coproducts +, respectively). Thus we are moving from the top right corner to the bottom
center position in the following Hasse diagram of structured categories:

+ X

NS

VLA

In Chapter 7?7 we shall see how first-order logic results categorically from these two cases
by “indexing the lower one over the upper one”.

Definition 2.5.1. A propositional theory T consists of a set Vr of propositional variables,
called the basic or atomic propositions, and a set At of propositional formulas (over Vr),
called the azxioms. The consequences ® 1 ¢ are those judgements that are derivable by
natural deduction (as in Section 2.1), from the axioms Ar.

Definition 2.5.2. Let T = (Vr, Ar) be a propositional theory and B a Boolean algebra.
A model of T in B, also called a Boolean valuation of T is an interpretation function
v : Vp — |B| such that, for every o € Ar, we have [a]” = 1z in B, where the extension
[—]" of v from V7 to all formulas (over Vr) is defined in the expected way, namely:

=v(p), peWr

[¢ = ¥1" = —sl¢]" Vi [V

Finally, let Mod(T, B) be the set of all T-models in B. Given a Boolean homomorphism
f: B — B, there is an induced mapping Mod(T, f) : Mod(T, B) — Mod(T, 5’), determined
by setting Mod(T, f)(v) = f o v, which is clearly functorial.
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Theorem 2.5.3. The functor Mod(T) : BA — Set is representable, with representing
Boolean algebra Br, called the Lindenbaum-Tarski algebra of T.

Proof. We construct Br in two steps:
Step 1: Suppose first that Ar is empty, so T is just a set V' of propositional variables.
Define the Lindenbaum-Tarski algebra B[V] by

B[V] = {¢| ¢ is a formula in context V}/~

where the equivalence relation ~ is (deductively) provable bi-implication,

O ~Y = Fh s

The operations are (well-)defined on equivalence classes by setting,

DI ATY] = oYl

and so on. (The reader who has not seen this construction before should fill in the details!)
Step 2: In the general case T = (Vr, Ar), let

Br = B[Vy]/~1,
where the equivalence relation ~7 is now Ar-provable bi-implication,
P = Arb &)

The operations are defined as before, but now on equivalence classes [¢] modulo Ar.

Now observe that the construction of Br is a variation on that of the syntactic category
Cr of the algebraic theory T in the sense of the previous chapter, and the statement of the
theorem is its universal property as the classifying category of T-models, namely

MOd(T, B) = HomBA(BT, B) , (28)

naturally in B. (Indeed, since Mod(T, B) is now a set rather than a category, we can classify
it up to isomorphism rather than equivalence of categories.) The proof of this fact is a
variation on the proof of the corresponding theorem ?? from Chapter 1. Further details
are given in the following Remark 2.5.4 for the interested reader. ]

Remark 2.5.4 (Adjoint Rules for Propositional Calculus). For the construction of the
Lindenbaum-Tarski algebra Br, it is convenient to reformulate the rules of inference for
the propositional calculus in the following equivalent adjoint form:

Contexts [' may be omitted, since the rules leave them unchanged (there is no variable
binding). We may also omit hypotheses that remain unchanged. Thus e.g. the hypothesis
rule may be written in any of the following equivalent ways.

Ll¢n...,omb ¢ Pry ey Om P oo
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The structural rules can then be stated as follows:

ory  PHd
pro ¢rJ
oFv ¢, -0 o,V Y
-0 ¢V NI

The rules for the propositional connectives can be given in the following adjoint form,
where the double line indicates a two-way rule (with the obvious two instances when there
are two conclusions).

oFT 1lFo
vE¢ IR pFY YU VNN
VEONY pVYEY dEop=

For the purpose of deduction, negation —¢ is again treated as defined by ¢ = L and
bi-implication ¢ < 1 by (¢ = ) A (¢ = ¢). For classical logic we also include the rule
of double negation:

T (2.9)

It is now obvious that the set of formulas is preordered by ¢ - v, and that the poset
reflection agrees with the deducibility equivalence relation,

o=y <= o~

Moreover, Br clearly has all finite limits T, A and colimits L, V, is cartesian closed A 4 =,
and is therefore a Heyting algebra (see Section ?? below). The rule of double negation
then makes it a Boolean algebra.

The proof of the universal property of Bt is essentially the same as that for Cr.

Exercise 2.5.5. Fill in the details of the proof that By is a well-defined Boolean algebra,
with the universal property stated in (2.8).

Just as for the case of algebraic theories and FP categories, we now have the following
corollary of the classifying theorem 2.5.3. (Note that the recipe at (2.6) for a Boolean
valuation in F'(n) of the formula in context py, ..., px | ¢ is exactly a model in F'(n) of the

theory T = {p1, ---,Pk}-)

Corollary 2.5.6. For any set of formulas ® and formula ¢, derivability ® & ¢ is equivalent
to wvalidity under all Boolean wvaluations. Therefore by Proposition 2.4.2 (and Ezercise
2.4.3), we also have

O <— PFH o.
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Remark 2.5.7. If At is non-empty, but finite, then let

ar = /\ Q.
aEAT

We then have
B']r = B[VT]/O&T,

where as usual B/b denotes the slice category of the Boolean algebra B over an element
beB.

Remark 2.5.8. Our definition of the Lindenbaum-Tarski algebra is given in terms of
provability, rather than the more familiar semantic definition using (truth) valuations. The
two are, of course, equivalent in light of Theorem 2.2.1, but since we intend to prove that
theorem, this definition will be more useful, as it parallels that of the syntactic category
Cr of an algebraic theory.

Inspecting the universal property (2.8) of By for the case B[V] where there are no
axioms, we now have the following.

Corollary 2.5.9. The Lindenbaum-Tarski algebra B[V| is the free Boolean algebra on the
set V. In particular, Blp, ..., pn| is the finitely generated, free Boolean algebra F(n).

The isomorphism Blpi,...,pn] = F(n) expresses the fact recorded in Corollary 2.5.6
that the relations of derivability by natural deduction ® + ¢ and equational provability
® = ¢ agree — answering part of the question at the end of Section 77.

Exercise 2.5.10. Show that the Boolean algebras Br for finite sets Vr of variables and
A of formulas are exactly the finitely presented ones.

Finally, we can use the following to finish the comparison of - ¢ and F ¢.

Lemma 2.5.11. Let B be a finitely presented Boolean algebra in which 0 # 1. Then there
1s a Boolean homomorphism

h:B—2.

Proof. By Exercise 2.5.10, we can assume that B = B[p;...p,]/a classifying the theory
T = (p1..-pn, @). By the assumption that 0 # 1 in B = B[p;...p,]/@, we have o # 0 in the
free Boolean algebra F'(n) = Blp;...pn|, whence a ¥ L. Since F(n) = PP(n), there is a
valuation 9 : {p;...p,} — 2 such that [a]” = 1. This is exactly a Boolean homomorphism
Blpi...pn]/a — 2, as required. O

Corollary 2.5.12. For any set of formulas ® and formula ¢, derivability ® = ¢ is equiv-
alent to semantic entailment,

PFEQ <= PF 9.
Proof. By 2.5.6, it suffices to show that ® F ¢ is equivalent to ® F= ¢, but the latter we
know to be equivalent to holding in all Boolean valuations in free Boolean algebras F'(n),
and the former to holding in all ¢ruth valuations, i.e. Boolean valuations in 2. Thus it will

suffice to embed F(n) as a Boolean algebra into a powerset PX = 2% for a set X. By
Lemma 2.5.11 we can take X = 2". ]
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2.6 Stone representation

Regarding a Boolean algebra B as a category with finite products, consider its Yoneda
embedding y : B < Set®”. Since the hom-set B (z,y) is 2-valued, we have a factorization,

B — 2857 < SetB”

in which each factor still preserves the finite products (note that the products in 2 are
preserved by the inclusion 2 < Set, and the products in the functor categories are taken
pointwise). Indeed, this is an instance of a general fact. In the category Cat, of finite
product categories (and x-preserving functors), the inclusion of the full subcategory of
posets with A (the A-semilattices) has a right adjoint R, in addition to the left adjoint L
of poset reflection.

Caty

s )

Pos,
For a finite product category C, the poset RC is the subcategory Sub(1) < C of subobjects
of the terminal object 1 (equivalently, the category of monos m : M » 1). The reason

for this is that a x-preserving functor f : A — C from a poset A with meets takes every
object a € A to a mono f(a) — 1 in C, since the following is a product diagram in A.

_

*—Q
Q——

_

Exercise 2.6.1. Prove this, and use it to verify that R = Sub(1) is indeed a right adjoint
to the inclusion of A-semilattices into finite-product categories.

Now the functor category 25” = Pos(B°P, 2) of all contravariant, monotone maps B —
2 (which indeed is Sub(1) < Set®™) is easily seen to be isomorphic to the poset | B of all
sieves (or “downsets”) in B: subsets S C B that are downward closed, z <y € S = x € S,
ordered by subset inclusion S C T'. Explicitly, the isomorphism

Pos(B°?,2) = | B (2.10)

is given by taking f : B® — 2 to f~(1) and S C B to the function fs : B°® — 2 with
fs(b) =1 < b € S. Under this isomorphism, the Yoneda embedding takes an element
b € B covariantly to the principal downset b C B of all z < b.

Exercise 2.6.2. Show that (2.10) is indeed an isomorphism of posets, and that it takes
the Yoneda embedding to the principal sieve mapping, as claimed.

For algebraic theories A, we used the Yoneda embedding to give a completeness theorem
for equational logic with respect to Set-valued models, by composing the (faithful functor)
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y : A — Set®™ with the (jointly faithful) evaluation functors eval, : Set®” — Set, for
all objects A € A. This amounts to considering all covariant representables evaly oy =
A(A,—) : A — Set, and observing that these are then (both x-preserving and) jointly
faithful.

We can do the same thing for a Boolean algebra B (which is, after all, a finite product
category) to get a jointly faithful family of x-preserving, monotone maps B(b,—) : B — 2,
i.e. A-semilattice homomorphisms. By taking the preimages of {1} < 2, such homomor-
phisms correspond to filters in B: “upsets” that are also closed under A. The representables
then correspond to the principal filters 10 C B. The problem with using this approach for
a completeness theorem for propositional logic is that such A-homomorphisms B — 2 are
not models, because they need not preserve the joins ¢ V ¢ (nor the complements —¢).

Lemma 2.6.3. Let B, B’ be Boolean algebras and f : B — B' a distributive lattice homo-
morphism. Then f preserves negation, and so is Boolean. The category Bool of Boolean
algebras is thus a full subcategory of the category DLat of distributive lattices.

Proof. The complement —b is the unique element of B such that both bV —-b = 1 and
bA—b=0. O

This suggests representing a Boolean algebra B, not by its filters, but by its prime
filters, which correspond bijectively to distributive lattice homomorphisms B — 2.

Definition 2.6.4. A filter F' C D in a distributive lattice D is prime if bV b’ € F implies
b e F orb € F. Equivalently, just if the corresponding A-semilattice homomorphism
fr: B — 2 is a lattice homomorphism.

If B is Boolean, it then follows that prime filters F° C B are in bijection with Boolean
homomorphisms B — 2, via the assignment F' +— fp : B — 2 with fr(b) =1 < b€ F and
(f : B—=2)— F;:= f~(1) C B. The prime filter F; may be called the (filter) kernel of
f:B—2.

Proposition 2.6.5. In a Boolean algebra B, the following conditions on a subset ' C B
are equivalent.

~

. F'is a prime filter

2. the complement B\F' is a prime ideal (defined as a prime filter in B°P).
3. the complement B\F is an ideal (defined as a filter in B ).

4. F s a filter, and for each b € B, either b € F or =b € F and not both.
5

. F'is a maximal filter: F' is a filter and for all filters G, if ' C G then F' = G (also
called an ultrafilter).

R

the map fr : B — 2 given by fr(b) = 1 < b € F (as in (2.10)) is a Boolean
homomorphism.

[DRAFT: SEPTEMBER 17, 2022]



2.6 Stone representation 61

Proof. Exercise! O
The following lemma is sometimes referred to as the (Boolean) prime ideal theorem.

Lemma 2.6.6. Let B be a Boolean algebra, I C B an ideal, and F' C B a filter, with
INF =10. There is a prime filter P D F with I N P = {).

Proof. Suppose first that I = {0} is the trivial ideal, and that B is countable, with by, b1, ...
an enumeration of its elements. As in the proof of the Model Existence Lemma, we build

an increasing sequence of filters Fy C F; C ... as follows:
Fhy=F
_ ) B if —b, € F,
e {fAb|feF,, b,<b} otherwise

P:Um

One then shows that each F), is a filter, that 7 N F,, = () for all n and so I N P = (), and
that for each b,, either b, € P or —b, € P, whence P is prime.

For I C B a nontrivial ideal we take the quotient Boolean algebra B — B/I, defined
as the algebra of equivalence classes [b] where a ~; b < a Vi = bV j for some i,j € I.
One shows that this is indeed a Boolean algebra and that the projection onto equivalence
classes 7y : B — B/I is a Boolean homomorphism with (ideal) kernel 7—!([0]) = I. Now
apply the foregoing argument to obtain a prime filter P : B/l — 2. The composite
pr = Pom;: B — 2 is then a Boolean homomorphism with (filter) kernel p;'(1) which is
prime, contains F' and is disjoint from I.

The case where B is uncountable is left as an exercise. [

Exercise 2.6.7. Finish the proof by (i) verifying the construction of the quotient Boolean
algebra B — B/I, and (ii) considering the case where B is uncountable (Hint: either use
Zorn’s lemma, or well-order B.)

Theorem 2.6.8 (Stone representation theorem). Let B be a Boolean algebra. There is an
injective Boolean homomorphism B — PX into a powerset.

Proof. Let X be the set of prime filters in B and consider the map h : B — PX given by
h(b) = {F|b € F}. Clearly h(0) = 0 and h(1) = X. Moreover, for any filter F', we have
be FandV € Fifand only if bAY € F, so h(b AV) = h(b) N A(Y). If F is prime, then
be Forb e Fifandonly if bV ¥ € F, so h(bV ) = h(b)Uh(t'). Thus h is a Boolean
homomorphism. Let a # b € B, and we want to show that h(a) # h(b). It suffices to
assume that a < b (otherwise, consider a A b, for which we cannot have both a A b = a and
aANb=0b). We seek a prime filter P C B with b € P but a ¢ P. Apply Lemma 2.6.6 to
the ideal | a and the filter 1b. ]
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2.7 Stone duality

Note that in the Stone representation B — P(Xg) the powerset Boolean algebra
P(X5) = Set(Bool(B, 2), 2)

is evidently (covariantly) functorial in B, and has an apparent “double-dual” form B**.
This suggests a possible duality between the categories Bool and Set,

*

/\

Bool°? Set (2.11)

*

with contravariant functors B* = Bool(B, 2), the set of prime filters, for a Boolean algebra
B, and S* = Set(S,2), the powerset Boolean algebra, for a set S. This indeed gives a
contravariant adjunction “on the right”,

B —PS Bool
S — Xz Set

(2.12)

by applying the contravariant functors

PS = Set(S5,2),
Xp = Bool(B,2),

and then precomposing with the respective “evaluation” natural transformations,

ng: B— PXg = Set(BooI(B, 2), 2),
eg: S = Xpg & BooI(Set(S7 2), 2).
The homomorphism 7z takes an element b € B to the set of prime filters that contain it,

and the function eg takes an element s € S to the principal filter 1{s} C PS, which is
prime since the singleton set {s} is an atom in PS, i.e., a minimal, non-zero element.

Exercise 2.7.1. Verify the adjunction (2.14).

The adjunction (2.14) is not an equivalence, however, because neither of the units 7z
nor €g is in general an isomorphism. We can do better by topologizing the set Xz of
prime filters, in order to be able to cut down the powerset PXpz = Set(Xpz,2) to just the
continuous functions into the discrete space 2, which then correspond to the clopen sets in
Xp. To do so, we take as basic open sets all those sets of the form:

By,={P € Xg|be P}, beB. (2.13)

These sets are closed under finite intersections, because B, N By, = Byny. Indeed, if P €
B, N By then a € P and b € P, whence a Ab € P, and conversely.
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Definition 2.7.2. For any Boolean algebra B, the prime spectrum of B is a topological
space Xg with the prime filters P C B as points, and the sets B, of (2.13), for all b € B,
as basic open sets. The prime spectrum Xpz is also called the Stone space of B.

Proposition 2.7.3. The open sets O(Xg) of the Stone space are in order-preserving,
bijective correspondence with the ideals I C B of the Boolean algebra, with the principal
1deals | b corresponding exactly to the clopen sets.

Proof. Exercise! O

We now have an improved adjunction

Spec

— T
Bool®? Top (2.14)

v
Clop

Spec(B) = (X5, 0(X5))
Clop(X) = Top(X, 2),

for which, up to isomorphism, the space Spec(B) has the underlying set Bool(B,2) given
by “homming” into the Boolean algebra 2, and the Boolean algebra Clop(X) = Top(X, 2)
is similarly determined by mapping into the “topological Boolean algebra” given by the
discrete topological space 2. Such an adjunction is said to be induced by a dualizing object:
an object that can be regarded as “living in two different categories”. Here the dualizing
object 2 is acting both as a space and as a Boolean algebra. In the Lawvere duality of
Chapter 1 (and others to be met later on), the role of dualizing object is played by the
category Set of all sets.

Toward the goal of determining the image of the functor Spec : Bool®® — Top, observe
first that the Stone space Xz of a Boolean algebra B is a subspace of a product of finite
discrete spaces,

X5 = Bool(B,2) = [] 2,
|B]
and is therefore a compact Hausdorff space by Tychonoff’s theorem. Indeed, the basis
(2.13) is just the subspace topology on Xz with respect to the product topology on H|B| 2.
The latter space is moreover totally disconnected, meaning that it has a subbasis of clopen
subsets, namely all those of the form f~!(8) C |B| for f: |B| — 2 and § = 0, 1.

Lemma 2.7.4. The prime spectrum Xp of a Boolean algebra B is a totally disconnected,
compact, Hausdorff space.

Proof. Since H|B‘ 2 has just been shown to be a totally disconnected, compact Hausdorff
space, we need only see that the subspace Xp is closed. Consider the subspaces

28, 207, 27, 27 € 2
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consisting of the functions f : |B| — 2 that preserve A, V, 1,0 respectively. Since each of
these is closed, so is their intersection Xz. In more detail, the set of maps f : |B| — 2 that
preserve e.g. A can be described as an equalizer

s
9Bl olBl — 9lBIx|B]
t

where the maps s,t take an arrow f : |B| — 2 to the two different composites around the
square
A
|B| < |B] ——|B]
£xf |/

But the equalizer 2‘AB‘ — 2Bl is the pullback of the diagonal on 2/8¥I1Bl <which is closed
since 2/B1%I18l is Hausdorff. The other cases are analogous . ]

Definition 2.7.5. A topological space is called Stone if it is totally disconnected, compact,
and Hausdorff. Let Stone < Top be the full subcategory of topological spaces consisting
of Stone spaces and continuous functions between them.

In order to further cut down the adjunction on the topological side, we can now restrict
it to just the Stone spaces, since we know this subcategory will contain the image of the
functor Spec. In fact, up to isomorphism, this is exactly the image:

Theorem 2.7.6. There is a contravariant equivalence of categories between Bool and Stone,

x

T
Bool°? Stone,
’\/

*

with contravariant functors B* = Xp the Stone space of a Boolean algebra B, as in Def-
inition 2.7.2, and X* = clopen(X), the Boolean algebra of all clopen sets in the Stone
space X .

Proof. We just need to show that the two units of the adjunction

ng: B — Top(Bool(B, 2), 2),
es : S — Bool(Top(S,2),2).

are isomorphisms, the second assuming S is a Stone space.
We know by the Stone representation theorem 2.6.8 that 7z is an injective Boolean
homomorphism, so its image, say

B’ C Top(Bool(B,2),2) = Clop(X5),

[DRAFT: SEPTEMBER 17, 2022]



2.7 Stone duality 65

is a sub-Boolean algebra of the clopen sets of Xp. It suffices to show that every clopen set
of Xg is in B’. Thus let K C Xp be clopen, and take K = |, B; a cover by basic opens
B, all of which, note, are of the form (2.13), and so are in 3’. Since K is closed and Xp
compact, K is also compact, so there is a finite subcover, each element of which is in B'.
Thus their finite union K is also in B'.

Let S be a Stone space and consider the continuous function

€9 : S — BOOl(TOp(S7 2),2) = XCIop(S)

which takes s € S to the prime filter Fy = {K € Clop(S) | s € K} of all clopen sets
containing it. Since S is Hausdorff, eg is a bijection on points, and it is continuous by
construction. To see that it is open, let K C S be a basic clopen set. The complement
S — K is therefore closed, and thus compact, and so is its image e5(S — K), which is
therefore closed. But since eg is a bijection, eg(S — K) is the complement of £5(K), which
is therefore open. ]

Remark 2.7.7. Another way to cut down the adjunction (2.14),

*

/\
Bool°P Set
v

*

to an equivalence is to restrict the Boolean algebra side to complete, atomic Boolean
algebras CABool and continuous (i.e. \/-preserving) homomorphisms between them. One
then obtains a duality

CABool°? ~ Set,

between complete, atomic Boolean algebras and sets (see Johnstone [?]).

Remark 2.7.8. See Johnstone [?] for a more detailed presentation of the material in this
section (and much more). Also see [?] for a generalization to distributive lattices and
Heyting algebras, as well as to “Boolean algebras with operators”, i.e. algebraic models of
modal logic. For more on logical duality see [?]
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Chapter 3
A-Calculus

3.1 Categorification and the Curry-Howard correspon-
dence

Consider the following natural deduction proof in propositional calculus.

(AANB)A (A= B)]!
AAB [(ANB)A (A= B)]!
A A= B
L (1)
(ANB)AN(A=B)=1B

This deduction shows that
FAAB)AN(A= B)= B.
But so does the following;:

(AANB)A (A= B)!
(ANB)A (A= B) ANB
A= B A
B (1
(ANB)AN(A=B)=1B

As does:

[(AANB)A (A= B)]!
AANB
B
(ANB)AN(A= B)=B

(1)

There is a sense in which the first two proofs are “equivalent”, but not the first and the
third. The relation (or property) of provability in propositional calculus F ¢ discards such
differences in the proofs that witness it. According to the “proof-relevant” point of view,
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sometimes called propositions as types, one retains as relevant some information about
the way in which a proposition is proved. This is effected by annotating the proofs with
proof-terms as they are constructed, as follows:

[z: (AANB)A (A= B)
[z: (AANB)A (A= B)! m(x): ANB
m(z): A= B m(m(x)) A
my(x)(m (m(2))) - B
Ae.my(z)(m(mi(2))) : (ANB)AN (A= B)= B

(1)

[z: (AANB)A (A= B)

m(z): ANB [z: (AANB)A (A= B)!
m(m(z)) : A m(z): A= B
mo(z)(m(m(z))) : B o
Ax.my(x)(m(mi(x))) : (ANB)AN(A= B) =B

[z:(AANB)A (A= B)!
m(z): ANB
mo(mi(x)) : B
Ae.mo(m(z)) : (ANB)AN(A= B)= B

(1)

The proof terms for the first two proofs are the same, namely Az.mo(x)(m (71(x))), but the
term for the third one is Az.my(m(x)), reflecting the difference in the proofs. The assign-
ment works by labelling assumptions as variables, and then associating term-constructors
to the different rules of inference: pairing and projection to conjunction introduction and
elimination, function application and A-abstraction to implication elimination (modus po-
nens) and introduction. The use of variable binding to represent cancellation of premisses
is a particularly effective device.

From the categorical point of view, the relation of deducibility ¢ - ¢/ is a mere preorder.
The addition of proof terms x : ¢ = t : ¢ results in a categorification of this preorder, in the
sense that it is a “proper” category, the preordered reflection of which is the deducibility
preorder. And now the following remarkable fact emerges: it is hardly surprising that the
deducibility preorder has, say, finite products ¢ A 1 or even exponentials ¢ = 1; but it is
amazing that the category with proof terms x : ¢ F ¢ : ¢ as arrows, also turns out to be a
cartesian closed category, and indeed a proper one, with distinct parallel arrows, such as

mo(x)(m(mi(2))) : (AANB)A (A= B) — B,
mo(m(x)) : (ANB)A (A= B) — B.
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This category of proofs contains information about the “proof theory” of the propositional
calculus, as opposed to its mere relation of deducibility. The calculus of proof terms can
be presented formally in a system of simple type theory, with an alternate interpretation
as a formal system of function application and abstraction. This dual interpretation—as
the proof theory of propositional logic, and as a system of type theory for the specification
of functions—is called the Curry-Howard correspondence []. From the categorical point
of view, it expresses the structural equivalence between the cartesian closed categories of
proofs in propositional logic and terms in simple type theory. Both of these can be seen
as categorifications of their preorder reflection, the deducibility preorder of propositional
logic (cf. [?]).

In the following sections, we shall consider this remarkable correspondence in detail,
as well as some extensions of the basic case represented by cartesian closed categories:
categories with coproducts, cocomplete categories, and categories equipped with modal
operators. In the next chapter, it will be seen that this correspondence even extends to
proofs in quantified predicate logic and terms in dependent type theory, and beyond.

3.2 Cartesian closed categories

Exponentials

We begin with the notion of an exponential B4 of two objects A, B in a category, motivated
by a couple of important examples. Consider first the category Pos of posets and monotone
functions. For posets P and @ the set Hom(P, @) of all monotone functions between them
is again a poset, with the pointwise order:

[<g <= fr<gr forallzeP. (f,g: P—=Q)

Thus Hom(P, Q) is again an object of Pos, when equipped with a suitable order.
Similarly, given monoids K, M € Mon, there is a natural monoid structure on the set
Hom(K, M), defined pointwise by

(f-9)x=fx-gx. (f.g: K— M, zeK)

Thus the category Mon also admits such “internal Hom”s. The same thing works in the
category Group of groups and group homomophisms, where the set Hom(G, H) of all ho-
momorphisms between groups G and H can be given a pointwise group structure.

These examples suggest a general notion of “internal Hom” in a category: an “object of
morphisms A — B” which corresponds to the hom-set Hom(A, B). The other ingredient
needed is an “evaluation” operation € : B4 x A — B which evaluates a morphism f € B4
at an argument = € A to give a value eo (f,z) € B. This is always going to be present for
the underlying functions if we’re starting from a set of functions Hom(A, B), but it needs to
be an actual morphism in the category. Finally, we need an operation of “transposition”,
taking a morphism f : C x A — B to one f : C — AP. We shall see that this in fact
separates the previous two examples.
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Definition 3.2.1. In a category C with binary products, an ezponential (B#, €) of objects A
and B is an object B4 together with a morphism € : B4 x A — B, called the evaluation
morphism, such that for every f : C' x A — B there exists a unique morphism f : C' — B4,
called the transpose! of f, for which the following diagram commutes.

BA BAx A B
A

C Cx A

Commutativity of the diagram of course means that f =eo (]7 X 1y).

Definition 3.2.1 is called the universal property of the exponential. 1t is just the category-
theoretic way of saying that a function f : C'x A — B of two variables can be viewed as a
function f : C' — B of one variable that maps z € C to a function fz = f(z,—): A — B
that maps x € A to f(z,z). The relationship between f and fis then

flz.z) = (fz)z.
That is all there is to it, really, except that variables and elements never need to be
mentioned. The benefit of this is that the definition is applicable also in categories whose
objects are not sets and whose morphisms are not functions—even though some of the
basic examples are of that sort.

In Poset the exponential Q¥ of posets P and @ is the set of all monotone maps P — Q,
ordered pointwise, as above. The evaluation map € : QF x P — @ is just the usual
evaluation of a function at an argument. The transpose of a monotone map f: Rx P — @
is the map f: R — QF, defined by, (fz)r = f(z,z), i.e. the transposed function. We say
that the category Pos has all exponentials.

Definition 3.2.2. Suppose C has all finite products. An object A € C is exponentiable
when the exponential B4 exists for every B € C. We say that C has exponentials if every
object is exponentiable. A cartesian closed category (ccc) is a category that has all finite
products and exponentials.

Example 3.2.3. Consider again the example of the set Hom(M, N) of homomorphisms
between two monoids M, N, equipped with the pointwise monoid structure. To be a monoid
homomorphism. the transpose h : 1 — Hom(M, N) of a homomorphism h : 1 x M — N
would have to take the unit element u € 1 to the unit homomorphism u : M — N, which
is the constant function at the unit w € N. Since 1 x M = M, that would mean that all
homomorphisms h : M — N would have the same transpose h = u : 1 — Hom(M, N). So
Mon cannot be cartesian closed. The same argument works in the category Group, and in
many related ones. (But see 77 below on one way of embedding Group into a CCC.)

Exercise 3.2.4. Is the evaluation function eval : Hom(M, N) x M — N a homomorphism
of monoids?

' Also, f is called the transpose of f, so that f and fare each other’s transpose.
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Two characterizations of CCCs

Proposition 3.2.5. In a category C with binary products an object A is exponentiable if,
and only if, the functor
—xA:C—=C

has a right adjoint
—A.c-C.

Proof. If such a right adjoint exists then the exponential of A and B is (B4, ¢p), where
€ : —4x A = 1¢ is the counit of the adjunction. The universal property of the exponential
is precisely the universal property of the counit e.

Conversely, suppose for every B there is an exponential (B#,ep). As the object part
of the right adjoint we then take B“. For the morphism part, given ¢ : B — C, we can
define g : B4 — C“ to be the transpose of g o ep,

QA = (9 © €B)N
as indicated below.
BAxA—LE . (3.1)
gA X ]-A g
CA%x A C

€c

The counit € : —4 x A = 1¢ at B is then ep itself, and the naturality square for € is then
exactly (3.1), i.e. the defining property of (f oep)™:

eco(gA X1y)=¢€co((goeg)” x1y)=goep.
The universal property of the counit € is precisely the universal property of the exponential
(BA7 EB) ]

Note that because exponentials can be expressed as right adjoints to binary products,
they are determined uniquely up to isomorphism. Moreover, the definition of a cartesian
closed category can then be phrased entirely in terms of adjoint functors: we just need to
require the existence of the terminal object, binary products, and exponentials.

Proposition 3.2.6. A category C is cartesian closed if, and only if, the following functors
have right adjoints:

!CZC—>17
A:C—-CxC,
(—xA):C=C. (AeC)

Here ¢ is the unique functor from C to the terminal category 1 and A is the diagonal
functor AA = (A, A), and the right adjoint of — X A is exponentiation by A.
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O

The significance of the adjoint formulation is that it implies the possibility of a purely

equational specification (adjoint structure on a category is “equational” in a sense that

can be made precise; see [?]). We can therefore give an explicit, equational formulation of
cartesian closed categories.

Proposition 3.2.7 (Equational version of CCC). A category C is cartesian closed if, and
only if, it has the following structure:

1. An object 1 € C and a morphism 'y : A — 1 for every A € C.

2. An object A x B for all A, B € C together with morphisms mg : A x B — A and
m : A X B — B, and for every pair of morphisms f : C — A, g : C — B a
morphism (f,g) : C' — A x B.

3. An object @A for all A, B € C together with a morphism ¢ : BA x A — B, and a
morphism f : C — B? for every morphism f: C x A — B.

These new objects and morphisms are required to satisfy the following equations:

1. Forevery f: A—1,

f=1a.
2. Forall f:C—A,g:C—DB,h:C— AXxB,
mo(f.9) =1, mo(f.g) =g, (mooh,moh)=h.
3. Forall f:CxA—B,g:C— B4,
co(fx1a)=Ff, (eo(gx1a) =g.

where fore: E — E and f: F — F" we define
e X f:=(emy, fm): EXF — E x F.

These equations ensure that certain diagrams commute and that the morphisms that are
required to exist are unique. For example, let us prove that (A X B, 7o, 1) is the product
of A and B. For f: C — A and g : C — B there exists a morphism (f,g) : C — A x B.
Equations

mo(f,9)=f and mo(f,9)=g
enforce the commutativity of the two triangles in the following diagram:
C
g f
(f.9)
A 0 AxB o B
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Suppose h : C'— A x B s another morphism such that f = mgoh and g = 7 o h. Then
by the third equation for products we get

h = <7T00h,7T10h> = <f7g> ’
and so (f,g) is unique.

Exercise 3.2.8. Use the equational characterization of CCCs, Proposition 3.2.7, to show
that the category Pos of posets and monotone functions s cartesian closed, as claimed.
Also verify that that Mon is not. Which parts of the definition fail in Mon?

3.3 Positive propositional calculus

We begin with the example of a cartesian closed poset and a first application to proposti-
tional logic.

Example 3.3.1. Consider the positive propositional calculus PPC with conjunction and
implication, as in Section 2.1. Recall that PPC is the set of all propositional formulas
¢ constructed from propositional variables pq, ps, ..., a constant T for truth, and binary
connectives for conjunction ¢ A 1, and implication ¢ = .

As a category, PPC is a preorder under the relation ¢ - 1) of logical entailment, deter-
mined for instance by the natural deduction system ?? of section ?7. As usual, it will be
convenient to pass to the poset reflection of the preorder, which we shall denote by

Cppc

by identifying ¢ and ¢) when ¢ 4 t. (This is just the usual Lindenbaum-Tarski algebra
of the system of propositional logic, as in Section 2.5.)

The conjunction ¢ A 1) is a greatest lower bound of ¢ and v in Cppc, because we have
dANYF ¢and ¢ Ay and for all ¥, if ¥ - ¢ and ¥ - 9 then ¥ - ¢ A 1. Since binary
products in a poset are the same thing as greatest lower bounds, we see that Cppc has all
binary products; and of course T is a terminal object.

We have already remarked that implication is right adjoint to conjunction in proposi-
tional calculus,

(=)Ao 4 o=(-). (3.2)

Therefore ¢ = 1 is an exponential in Cppc. The counit of the adjunction (the “evaluation”
arrow) is the entailment

(=) NoE1b,

i.e. the familiar logical rule of modus ponens.
We have now shown:

Proposition 3.3.2. The poset Cppc of positive propositional calculus is cartesian closed.
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Let us now use this fact to show that the positive propositional calculus is deductively
complete with respect to the following notion of Kripke semantics ||.

Definition 3.3.3 (Kripke model). Let K be a poset. Suppose we have a relation
klFp
between elements k£ € K and propositional variables p, such that
i<k, klFp implies 7l p. (3.3)

Extend IF to all formulas ¢ in PPC by defining

kI-T always,
kElFo Ay iff k- ¢ and kI, (3.4)
klFo =1 iff for all j <k, if jIF ¢, then j I 1.

Finally, say that ¢ holds on K, written
KIF¢

if kI ¢ for all k € K (for all such relations IF).

Theorem 3.3.4 (Kripke completeness for PPC). A propositional formulas ¢ is provable
from the rules of deduction for PPC if, and only if, K I+ ¢ for all posets K. Briefly:

PPCF¢ iff KIFo for all K.

We will require the following (which extends the discussion in Section 2.6).

Lemma 3.3.5. For any poset P, the poset | P of all downsets in P, ordered by inclusion,
18 cartesian closed. Moreover, the downset embedding,

L(=):P =P
preserves any CCC structure that exists in P.

Proof. The total downset P is obviously terminal, and for any downsets S,T € | P, the
intersection S N T is also closed down, so we have the products S AT = SNT. For the
exponential, set

S=T={peP| l(pNSCT}

Then for any downset () we have
QCS=T iff |(gnNnSCT,forallqgeq. (3.5)

But that means that
Uyeo(d(@)nS) C T,
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which is equivalent to Q@ NS C T, since J, (4 (9) NS) = (U,eq +(@)NS=QNS.
The preservation of CCC structure by | (=) : P — | P follows from its preservation by
the Yoneda embedding, of which | (—) is a factor,

Set””
]
P o P

But it is also easy enough to check directly: preservation of any limits 1, p A ¢ that exist
in P are clear. Suppose p = ¢ is an exponential; then for any downset D we have:

DClp=q) iff Ld) Clp=q), forallde D
iff d<p=gq,forallde D
ift dANp<gq,forallde D
iff L(dAp) Cl(q), forallde D
iff L(d)nl(p) Cl(q), forallde D
iff D Cl(p)=1(q)

where the last line is by (3.5). (Note that in line (3) we assumed that d A p exists for all
d € D; this can be avoided by a slightly more complicated argument.) ]

Proof. (of Theorem 3.3.4) The proof follows a now-familiar pattern, which we only sketch:

1. The syntactic category Cppc is a CCC, with T =1, ¢ x 1 = ¢ A1), and ¢ = ¢ = 7).
In fact, it is the free cartesian closed poset on the generating set Var = {py,ps,...}
of propositional variables.

2. A (Kripke) model (K, IF) is the same thing as a CCC functor Cppc — | K, which by
Step 1 is just an arbitrary map Var — | K, as in (3.3). To see this, observe that we
have a bijective correspondence between CCC functors [—] and Kripke relations I ;
indeed, by the exponential adjunction in the cartesian closed category Pos, there is

a natural bijection,
[-]: Cppc — L K = 257

IF: K x Cppc — 2

where we use the poset 2 to classify downsets in a poset P (via upsets in P°P),

| P22 2P = Pos(PP, 2),

by taking the 1-kernel f~!(1) C P of a monotone map f : P°® — 2. (The con-
travariance will be convenient in Step 3). Note that the monotonicity of I yields the
conditions

p<q, qlF¢ = plk¢
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and
plEo, oY = pl-.

and the CCC preservation of the transpose [—] yields the Kripke forcing conditions
(3.4) (exercise!).

3. For any model (K, IF), by the adjunction in (2) we then have K I ¢ iff [¢] = K, the
total downset.

4. Because the downset/Yoneda embedding | preserves the CCC structure (by Lemma
3.3.5), Cppc has a canonical model, namely (Cppc, IF), where:

J/(_) : Cppc — 1 Cppc = PCPPc® SetCPPCOp

I : Cppc® X Cppc — 2 — Set

5. Now note that for the Kripke relation IF in (4), we have IF = | since it’s essentially
the transpose of the Yoneda embedding. Thus the model is logically generic, in the
sense that Cppc IF ¢ iff PPCH ¢.

]

Exercise 3.3.6. Verify the claim that CCC preservation of the transpose [—] of I yields
the Kripke forcing conditions (3.4).

Exercise 3.3.7. Give a countermodel to show that PPC ¥ (¢ = o) = ¢

3.4 Heyting algebras

We now extend the positive propositional calculus to the full intuitionistic propositional
calculus. This involves adding the finite coproducts 0 and p V ¢ to notion of a cartesian
closed poset, to arrive at the general notion of a Heyting algebra. Heyting algebras are to
intuitionistic logic as Boolean algebras are to classical logic: each is an algebraic description
of the corresponding logical calculus. We shall review both the algebraic and the logical
points of view; as we shall see, many aspects of the theory of Boolean algebras carry over
to Heyting algebras. For instance, in order to prove the Kripke completeness of the full
system of intuitionistic propositional calculus, we will need an alternative to Lemma 3.3.5,
because the Yoneda embedding does not in general preserve coproducts. For that we will
again use a version of the Stone representation theorem, this time in a generalized form
due to Joyal.
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Distributive lattices

Recall first that a (bounded) lattice is a poset that has finite limits and colimits. In other
words, a lattice (L, <, A,V,1,0) is a poset (L, <) with distinguished elements 1,0 € L, and
binary operations meet A and join V, satisfying for all x,y, 2z € L,

z<x z <y r <z r <y

0<z<1
z< TNy rVy<z

A lattice homomorphism is a function f : L — K between lattices which preserves finite
limits and colimits, i.e., f0=0, f1 =1, f(x Ay) = fz A fy, and f(xVy) = fzV fy. The
category of lattices and lattice homomorphisms is denoted by Lat.

A lattice can be axiomatized equationally as a set with two distinguished elements 0
and 1 and two binary operations A and V, satisfying the following equations:

(ANy)ANz=axN(yAz), (xVy)Vz=aV(yVz),
TANy=yANx, tVy=yVuo,
rANr==x, xVr=ux, (3.6)
1Nz =2, OVex==x,

zA(yVe)=z=(xAy) V.
The partial order on L is then determined by
Ty &= s Ny=u=x.

Exercise 3.4.1. Show that in a lattice x < y if, and only if, z A y = x if, and only if,
TVy=uy.

A lattice is distributive if the following distributive laws hold in it:

(xVyY)ANz=(xANz)V(yAz), (3.7)
(xAy)Vz=(zV2)A(yVz). '
It turns out that if one distributive law holds then so does the other [?, I.1.5].
A Heyting algebra is a cartesian closed lattice H. This means that it has an operation
=, satisfying for all x,y,z € H
zANx <y

2<xr=y
A Heyting algebra homomorphism is a lattice homomorphism f : K — H between Heyting
algebras that preserves implication, i.e., f(z = y) = (fx = fy). The category of Heyting
algebras and their homomorphisms is denoted by Heyt.

Heyting algebras can be axiomatized equationally as a set H with two distinguished
elements 0 and 1 and three binary operations A, V and =. The equations for a Heyting
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algebra are the ones listed in (3.6), as well as the following ones for =.

(x=x)=1,
zA(z=y)=xAy,
ynNz=y) =y,
(x=@WA2)=(x=y)A(x=2).

(3.8)

For a proof, see [?, 1.1], where one can also find a proof that every Heyting algebra is
distributive (exercise!).

Example 3.4.2. We know from Lemma 3.3.5 that for any poset P, the poset | P of
all downsets in P, ordered by inclusion, is cartesian closed. Moreover, we know that
L P = 2P" as a poset, with the reverse pointwise ordering on monotone maps P%® — 2,
or equivalently, | P = 2F with the functions ordered pointwise. Since 2 is a lattice, we
can also take joins f V g pointwise, in order to get joins in 27, which then correspond to
finite unions of the corresponding downsets f~'{0} U g~*{0}. Thus, in sum, for any poset
P, the lattice | P = 27 is a Heyting algebra, with the downsets ordered by inclusion, and
the functions ordered pointwise.

Intuitionistic propositional calculus

There is a forgetful functor U : Heyt — Set which maps a Heyting algebra to its underlying
set, and a homomorphism of Heyting algebras to the underlying function. Because Heyting
algebras are models of an equational theory, there is a left adjoint H - U, which is the
usual “free” construction mapping a set S to the free Heyting algebra HS generated by
it. As for all algebraic strictures, the construction of HS can be performed in two steps:
first, define a set H.S of formal expressions, and then quotient it by an equivalence relation
generated by the axioms for Heyting algebras.

Thus let HS be the set of formal expressions generated inductively by the following
rules:

1. Generators: if z € S then x € HS.
2. Constants: 1, T € HS.
3. Connectives: if ¢,1 € HS then (¢ A1), (¢ V), (¢ = ) € HS.

We impose an equivalence relation on HS, which we write as equality = and think of as
such; it is defined as the smallest equivalence relation satisfying axioms (3.6) and (3.8). This
forces HS to be a Heyting algebra. We define the action of the functor H on morphisms as
usual: a function f : S — T is mapped to the Heyting algebra morphism Hf : HS — HT
defined by

(Hf)L=L, (Hf)L=1L1, (Hf)x=fz,
(Hf) (@) = ((H[f)p) * (H[f))
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where * stands for A, V or =-.

The inclusion ng : S — U(HS) of generators into the underlying set of the free Heyting
algebra H S is then the component at S of a natural transformation n : 1gey = UoH, which
is of course the unit of the adjunction H 4 U. To see this, consider a Heyting algebra K and
an arbitrary function f : S — UK. Then the Heyting algebra homomorphism f : HS — K
defined by

fl=L, Jl=1., [fo=fz,
Foxd) = (Fo) « (f¥) ,

where x stands for A, V or =, makes the following triangle commute:

s— S yHS)
Uf
K

It is the unique such morphism because any two homomorphisms from HS which agree
on generators must be equal. This is proved by induction on the structure of the formal
expressions in HS.

We may now define the intuitionistic propositional calculus IPC to be the free Heyt-
ing algebra IPC on countably many generators pg, p1, ..., called atomic propositions or
propositional variables. This is a somewhat unorthodox definition from a logical point of
view—normally we would start from a calculus consisting of a formal language, judge-
ments, and rules of inference—but of course, by now, we realize that the two approaches
are essentially equivalent.

Having said that, let us also describe IPC in the conventional way. The formulas of
IPC are built inductively from propositional variables pg, p1, ..., constants falsehood L
and truth T, and binary operations conjunction A, disjunction V and implication =. The
basic judgment of IPC is logical entailment

Uy Aq, ..o uy Ay E B

which means “hypotheses Ay, ..., A, entail proposition B”. The hypotheses are labeled
with distinct labels uq, ..., u; so that we can distinguish them, which is important when
the same hypothesis appears more than once. Because the hypotheses are labeled it is
irrelevant in what order they are listed, as long as the labels are not getting mixed up.
Thus, the hypotheses uy : AV B, us : B are the same as the hypotheses uy : B,u; : AV B,
but different from the hypotheses u; : B,us : AV B. Sometimes we do not bother to label
the hypotheses.

The left-hand side of a logical entailment is called the context and the right-hand side
is the conclusion. Thus logical entailment is a relation between contexts and conclusions.
The context may be empty. If I' is a context, u is a label which does not occur in I', and A
is a formula, then we write I',u : A for the context I' extended by the hypothesis u : A.
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Definition 3.4.3. Deductive entailment is the smallest relation satisfying the following
rules:

1. Conclusion from a hypothesis:
if u: A occurs in I’

' A
2. Truth:

'-T
3. Falsehood:

|

' A

4. Conjunction:
r-A '-B '-AAB '-AAB

I'-AAB r-A '-B
5. Disjunction:
'EA I'-B 'FAVEB Nu:AFC INv:BFC
'HAVEB '-AvVB r=cC

6. Implication:
Nu:AFB 'HA= 1B 'EA

'-A= 1B I'-B

A proof of I' F A is a finite tree built from the above inference rules whose root is
' A. A judgment I' - A is provable if there exists a proof of it. Observe that every proof
has at its leaves either the rule for T or a conclusion from a hypothesis.

You may wonder what happened to negation. In intuitionistic propositional calculus,
negation is defined in terms of implication and falsehood as

- EA:>J_

Properties of negation are then derived from the rules for implication and falsehood, see
Exercise 3.4.7

Let P be the set of all formulas of IPC, preordered by the relation
AF B, (A,B€P)

where we did not bother to label the hypothesis A. Clearly, it is the case that A+ A. To
see that F is transitive, suppose II; is a proof of A+ B and I, is a proof of B+ C. Then
we can obtain a proof of A - C' from a proof Il; of B F C' by replacing in it each use of
the hypothesis B by the proof Iy of A+ B. This is worked out in detail in the next two
exercises.
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Exercise 3.4.4. Prove the following statement by induction on the structure of the
proof II: if IT is a proof of I',;u : A,v : A+ B then there is a proof of I',u : AF B.

Exercise 3.4.5. Prove the following statement by induction on the structure of the
proof Ily: if II; is a proof of I' H A and II, is a proof of I',u : A - B, then there is a
proof of I' - B.

Let IPC be the poset reflection of the preorder (P,F). The elements of IPC are equiv-
alence classes [A] of formulas, where two formulas A and B are equivalent if both A + B
and B F A are provable. The poset IPC is just the free Heyting algebra on countably many
generators pg, pi1, - - -

Classical propositional calculus

Another look:
An element x € L of a lattice L is said to be complemented when there exists y € L
such that

xVy=1, xANy=0.

We say that y is the complement of x.
In a distributive lattice, the complement of x is unique if it exists. Indeed, if both y
and z are complements of x then

yNz=(yANz)VO=(yAz)V(yAx)=yA(zVz)=yAl=y,

hence y < z. A symmetric argument shows that z < y, therefore y = z. The complement
of x, if it exists, is denoted by —x.

A Boolean algebra is a distributive lattice in which every element is complemented. In
other words, a Boolean algebra B has the complementation operation — which satisfies,
for all z € B,

zA-z=0, xV-or=1. (3.9)
The full subcategory of Lat consisting of Boolean algebras is denoted by Bool.

Exercise 3.4.6. Prove that every Boolean algebra is a Heyting algebra. Hint: how is
implication encoded in terms of negation and disjunction in classical logic?

In a Heyting algebra not every element is complemented. However, we can still define
a pseudo complement or negation operation — by

-z = (r=0),

Then —z is the largest element for which A -~z = 0. While in a Boolean algebra ——z = «x,
in a Heyting algebra we only have ——x < x in general. An element = of a Heyting algebra
for which =—z = x is called a regular element.
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Exercise 3.4.7. Derive the following properties of negation in a Heyting algebra:

r <
ﬁgj:ﬂ—\—ﬂj"
r<y=y< o,

Exercise 3.4.8. Prove that the topology OX of any topological space X is a Heyting
algebra. Describe in topological language the implication U = V| the negation —U, and
the regular elements U = ==U in OX.

Exercise 3.4.9. Show that for a Heyting algebra H, the regular elements of H form a
Boolean algebra H__, = {3: eH ‘ xr = —|—|:1:}. Here H__, is viewed as a subposet of H. Hint:
negation —', conjunction A’, and disjunction V' in H__, are expressed as follows in terms of
negation, conjunction and disjunction in H, for z,y € H__:

-z =, zN'y=-=(xAy), zV'y=-=(xVy).
The classical propositional calculus (CPC) is obtained from the intuitionistic proposi-

tional calculus by the addition of the logical rule known as tertium non datur, or the law
of excluded middle:

'FAvV-A
Alternatively, we could add the law known as reductio ad absurdum, or proof by contradic-
tion:

' —--A
A
Identifying logically equivalent formulas of CPC, we obtain a poset CPC ordered by logical
entailment. This poset is the free Boolean algebra on countably many generators. The
construction of a free Boolean algebra can be performed just like described for the free
Heyting algebra above. The equational axioms for a Boolean algebra are the axioms for a
lattice (3.6), the distributive laws (3.7), and the complement laws (3.9).

Exercise* 3.4.10. Is CPC isomorphic to the Boolean algebra IPC__ of the regular elements
of IPC?

Exercise 3.4.11. Show that in a Heyting algebra H, one has ——x = z for all xt € H
if, and only if, y V =y = 1 for all y € H. Hint: half of the equivalence is easy. For the
other half, observe that the assumption ——x = = means that negation is an order-reversing
bijection H — H. It therefore transforms joins into meets and vice versa, and so the De
Morgan laws hold:

(@ Ay) =3V oy, ~(zVy)=-zA-y.

Together with y A =y = 0, the De Morgan laws easily imply y V =y = 1. See [?, 1.1.11].
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Kripke semantics for IPC
We now prove the Kripke completeness of IPC, extending Theorem 3.3.4, namely:

Theorem 3.4.12 (Kripke completeness for IPC). Let K be a poset equipped with a forcing
relation k I p between elements k € K and propositional variables p, satisfying

j<k, klFp implies jIFp. (3.10)

Ezxtend IF to all formulas ¢ in IPC by defining

k=T always,

k=L never,

klFo Ay iff k- ¢ and k-1, (3.11)
klFoVy iff klFo¢ orkl-1, (3.12)
kl-¢ =1 iff forall j <k, if jI- ¢, then jIF 1.

Finally, write K 1= ¢ if k1= ¢ for all k € K (for all such relations I-).
Then a propositional formulas ¢ is provable from the rules of deduction for IPC (Defi-
nition 3.4.3) if, and only if, K Ik ¢ for all posets K. Briefly:

PPCF ¢ iff K IF ¢ for all K.

Let us first see that we cannot simply reuse the proof from that theorem, because the
downset (Yoneda) embedding that we used there

L :IPC = L(IPC) (3.13)

would not preserve the coproducts L and ¢ V . Indeed, | (L) # 0, because it contains
1 itself! And in general | (¢ V ¢) #] (¢) U | (¢), because the righthand side need not
contain, e.g., ¢ V 1.

Instead, we will generalize the Stone Representation theorem 2.6.8 from Boolean alge-
bras to Heyting algebras, using a theorem due to Joyal (cf. [?, ?]). First, recall that the
Stone representation provided, for any Boolean algebra B, an injective Boolean homomor-
phism into a powerset,

B— PX.

For X we took the set of prime filters Bool(B,2), and the map h : B — PBool(B, 2) was
given by h(b) = {F|b € F}. Transposing PBool(3,2) = 28°°(B:2) ip the cartesian closed
category Pos, we arrive at the (monotone) evaluation map

eval : Bool(B,2) x B — 2. (3.14)

Now recall that the category of Boolean algebras is full in the category DLat of distributive
lattices,
Bool(B,2) = DLat(B, 2).
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For any Heyting algebra #H (or indeed any distributive lattice), the Homset DLat(#,2),
ordered pointwise, is isomorphic to the poset of all prime filters in ‘H ordered by inclusion,
by taking f : H — 2 to its (filter) kernel f~*{1} C H. In particular, the poset DLat(#, 2)
is no longer discrete when H is not Boolean, since a prime ideal in a Heyting algebra need
not be maximal.

The transpose of the (monotone) evaluation map,

eval : DLat(H,2) x H — 2. (3.15)
will then be the (monotone) map
€ : H — 2PLt0L2) (3.16)
which takes p € H to the “evaluation at p” map f — f(p) € 2, i.e.,
e(f) = f(p) forpeHand f:H— 2.

As before, the poset 2P-2*:2) (ordered pointwise) may be identified with the upsets in
the poset DLat(#,2), ordered by inclusion, which recall from Example 3.4.2 is always a
Heyting algebra. Thus, in sum, we have a monotone map,

H — TDLat(H,2), (3.17)
which generalizes the Stone representation from Boolean to Heyting algebras.

Theorem 3.4.13 (Joyal). Let ‘H be a Heyting algebra. There is an injective Heyting
homomorphism

Ho— 1J
into a Heyting algebra of upsets in a poset J.

Note that in this form, the theorem literally generalizes the Stone representation theo-
rem, because when H is Boolean we can take J to be discrete, and then 1.J = Pos(J,2) &
‘PJ is Boolean, whence the Heyting embedding is also Boolean. The proof will again use
the transposed evaluation map,

e : H — 1DLat(H,2) = 200042

which, as before, is injective, by the Prime Ideal Theorem (see Lemma 2.6.6). We will use
it in the following form due to Birkhoff.

Lemma 3.4.14 (Birkhoff’s Prime Ideal Theorem). Let D be a distributive lattice, I C D
an ideal, and x € D with x & I. There is a prime ideal I C P C D with x & P.

Proof. As in the proof of Lemma 2.6.6, it suffice to prove it for the case I = (0). This
time, we use Zorn’s Lemma: a poset in which every chain has an upper bound has maximal
elements. Consider the poset Z\z of “ideals I without ”, x & I, ordered by inclusion.
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The union of any chain Iy C I; C ... in Z\z is clearly also in Z\x, so we have (at least
one) maximal element M € Z\z. We claim that M C D is prime. To that end, take
a,b € D withaAbe M. If a,b ¢ M, let M[a] = {n < mVa|me M}, the ideal join
of M and |(a), and similarly for M[b]. Since M is maximal without z, we therefore have
x € M[a] and z € M[b]. Thus let x < mVa and x < m/ Vb for some m,m’ € M. Then
xVvVm' <mvVm'Vaand zVm<mVm'Vb, so taking meets on both sides gives

(xvVm YA (xvm) < (mvVm'Va)A(mVm' Vb)=(mVm')V(aAb).

Since the righthand side is in the ideal M, so is the left. But then z < x Vv (m Am/) is also
in M, contrary to our assumption that M € Z\z. O]

Proof of Theorem 38.4.153. As in (3.17), let J = DLat(H, 2) be the poset of prime filters in
H, and consider the “evaluation” map (3.17),

€ H — 2012 >~ 4 Dlat(H, 2)

given by €(p) = {F'|p € F prime}.

Clearly €(0) = 0 and ¢(1) = DLat(H,2), and similarly for the other meets and joins,
so € is a lattice homomorphism. Moreover, if p # ¢ € H then, as in the proof of 2.6.8, we
have that €(p) # €(q), by the Prime Ideal Theorem (Lemma 3.4.14). Thus it just remains
to show that

e(p=q) = e(p)=elq).

Unwinding the definitions, it suffices to show that, for all f € DLat(#,2),
flp=¢q) =1 iff forall g> f, g(p) =1 implies g(q) = 1. (3.18)
Equivalently, for all prime filters F' C H,
p=gq€F iff forall prime G D F, p € G implies ¢q € G. (3.19)
Now if p = ¢ € F, then for all (prime) filters G 2O F, alsop = ¢ € G, and sop € G
implies ¢ € G, since (p = ¢) Ap < q.
Conversely, suppose p = ¢ ¢ F', and we seek a prime filter G O F with p € G but
q € G. Consider the filter
Fpl={zAp<heH|xzeF},

which is the join of F' and 1 (p) in the poset of filters. If ¢ € F[p|, then x A p < ¢ for some
x € F, whence z < p = ¢, and so p = ¢ € F, contrary to assumption; thus ¢ ¢ F[p|]. By
the Prime Ideal Theorem again (applied to the distributive lattice H°P) there is a prime
filter G 2 F[p] with ¢ ¢ G. O

Exercise 3.4.15. Give a Kripke countermodel to show that the Law of Excluded Middle
¢ V —¢ is not provable in IPC.
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3.5 Frames and spaces

A poset (P, <), viewed as a category, is cocomplete when it has suprema (least upper
bounds) of arbitrary subsets. This is so because coequalizers in a poset always exist, and
coproducts are precisely least upper bounds. Recall that the supremum of S C P is an
element \/ S € P such that, for all y € S,

VS<y <= Vz:S.z<y.

In particular, \/ ) is the least element of P and \/ P is the greatest element of P. Similarly,
a poset is complete when it has infima (greatest lower bounds) of arbitrary subsets; the
infimum of S C P is an element A\ S € P such that, for all y € S,

y<ANS <= Vr:S.y<z.

Proposition 3.5.1. A poset is complete if, and only if, it is cocomplete.

Proof. Infima and suprema are expressed in terms of each other as follows:

/\SzV{yEP“v’x:S.ygﬁ},
VS=A{yeP|Va:S.z<y}.

]

Thus, we usually speak of complete posets only, even when we work with arbitrary
suprema.

Suppose P is a complete poset. When is it cartesian closed? Being a complete poset,
it has the terminal object, namely the greatest element 1 € P, and it has binary products
which are binary infima. If P is cartesian closed then for all x,y € P there exists an
exponential (x = y) € P, which satisfies, for all z € P,

ANz <y
<=y
With the help of this adjunction we derive the infinite distributive law, for an arbitrary

family {yZ epP ‘ 1€ ]},
A \/iez Yi = vig(x A yi) (3-20)

as follows:
A \/iel Yi < 2

Viervi < (= 2)
Vi:l.(y; < (z=2))
Vi:l.(xANy; < 2)

\/iel(x Nyi) < 2
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Now since x A \/,.; v and \/,.;(x A y;) have the same upper bounds they must be equal.
Conversely, suppose the distributive law (3.20) holds. Then we can define © = y to be

(z=y) =V{zeP|lzrz<y}. (3.21)

The best way to show that = y is the exponential of x and vy is to use the characterization
of adjoints by counit, as in Proposition 1.5.5. In the case of A and = this amounts to
showing that, for all z,y € P,

cA(@=y) <y, (3.22)

and that, for z € P,
(xhz<y)=(z<z=y).

This implication follows directly from (3.5.7), and (3.22) follows from the distributive law:
cA(z=y)=cAV{zeP|lzrnz<y}=V{zrz|zAz<y} <y.
Complete cartesian closed posets are called frames.

Definition 3.5.2. A frame is a poset that is complete and cartesian closed, thus a frame
is a complete Heyting algebra. Equivalently, a frame is a complete poset satisfying the
(infinite) distributive law

A \/ie[ Yi = Vief(x A Yi) -

A frame morphism is a function f : L — M between frames that preserves finite infima
and arbitrary suprema. The category of frames and frame morphisms is denoted by Frame.

Warning: a frame morphism need not preserve exponentials!

Example 3.5.3. Given a poset P, the downsets | P form a complete lattice under the
inclusion order S C T, and with the set theoretic operations | J and (] as \/ and /. Since
1 P is already known to be a Heyting algebra (Example 3.4.2), it is therefore also a frame.
(Alternately, we can show that it is a frame by noting that the operations J and () satisfy
the infinite distributive law, and then infer that it is a Heyting algebra.)

A monotone map f : P — () between posets gives rise to a frame map

L lQ — 1P,

as can be seen by recalling that | P = 2 as posets. Note that as a (co)limit preserving
functor on complete posets, 2/ : 2¢ — 27 has both left and right adjoints. These
functors are usually written f, - f* - f,. Although it does not in general preserve Heyting
implications S = T, the monotone map | f : [ ) — | P is indeed a morphism of frames.
We therefore have a contravariant functor

1(=): Pos — Frame®®. (3.23)
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Example 3.5.4. The topology OX of a topological space X, ordered by inclusion, is
a frame because finite intersections and arbitrary unions of open sets are open. The
distributive law holds because intersections distribute over unions. If f : X — Y is a
continuous map between topological spaces, the inverse image map f* : OY — OX is a
frame homomorphism. Thus, there is a functor

O : Top — Frame®®

which maps a space X to its topology OX and a continuous map f : X — Y to the inverse
image map f*: QY — OX.

The category Frame®? is called the category of locales and is denoted by Loc. When we
think of a frame as an object of Loc we call it a locale.

Example 3.5.5. Let P be a poset and define a topology on the elements of P by defining
the opens to be the upsets,

OP =1P = Pos(P,2).

These open sets are not only closed under arbitrary unions and finite intersections, but
also under arbitrary intersections. Such a topological space is said to be an Alexandrov
space.

Exercise* 3.5.6. This exercise is meant for students with some background in topology.
For a topological space X and a point z € X, let N(z) be the neighborhood filter of z,

N@z)={UecOX |zeU} .

Recall that a Ty-space is a topological space X in which points are determined by their
neighborhood filters,

N(z)=N(y)=>z=y. (x,y € X)

Let Top, be the full subcategory of Top on Tp-spaces. The functor O : Top — Loc restricts
to a functor O : Top, — Loc. Prove that O : Top, — Loc is a faithful functor. Is it full?

Topological semantics for IPC

It should now be clear how to interpret IPC into a topological space X: each formula ¢ is
assigned to an open set [¢] € OX in such a way that [—] is a homomorphism of Heyting
algebras.

Definition 3.5.7. A topological model of IPC is a space X and an interpretation of for-
mulas,

[-]:1PC— OX,
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satisfying the conditions:

[TT=X
[L]=0
[6 A 9] =[]l N [Y]
[oV Yl =lel U Y]
[0 =] = [o] = [¥]
The Heyting implication [¢] = [¢] in OX, is defined in (3.5.7) as
[l = [v] = [ J{Uecox |UA[g] <[¥]} .

Joyal’s representation theorem 3.4.13 easily implies that IPC is sound and complete
with respect to topological semantics.

Corollary 3.5.8. A formula ¢ is provable in IPC if, and only if, it holds in every topological
interpretation [—] into a space X, briefly:

IPCH ¢ iff [¢] = X for all spaces X .

Proof. Put the Alexandrov topology on the upsets of prime ideals in the Heyting alge-
bra IPC ]

Exercise 3.5.9. Give a topological countermodel to show that the Law of Double Negation
——¢ = ¢ is not provable in IPC.

3.6 Proper CCCs

We begin by reviewing some important examples of cartesian closed categories that are
not posets, most of which have already been discussed.

Example 3.6.1. The first example is the category Set. We already know that the terminal
object is a singleton set and that binary products are cartesian products. The exponential
of X and Y in Set is just the set of all functions from X to Y,

:{ngxY Vx:X.E”y:Y.(x,wef}-

The evaluation morphism eval : Y x X — Y is the usual evaluation of a function at an
argument, i.e., eval(f, x) is the unique y € Y for which (z,y) € f.

Example 3.6.2. The category Cat of all small categories is cartesian closed. The exponen-
tial of small categories C and D is the category D€ of functors, with natural transformations
as arrows (see 1.6). Note that if D is a groupoid (all arrows are isos), then so is D, It
follows that the category of groupoids is full (even as a 2-category) in Cat. Since limits
of groupoids in Cat are also groupoids, the inclusion of the full subcategory Grpd — Cat
preserves limits, too, and is therefore a full inclusion of CCCs.

[DRAFT: SEPTEMBER 17, 2022]



90 A-Calculus

Example 3.6.3. The same reasoning as in the previous example shows that the full sub-
category Pos < Cat of all small posets and monotone maps is also cartesian closed.
It is worth noting that, unlike the previous cases, the (limit preserving) forgetful func-
tor U : Poset — Set does not preserve exponentials; in general U(QY) C (UQ)V" is a
proper subset.

Exercise 3.6.4. There is a full and faithful functor I : Set — Poset that preserves finite
limits as well as exponentials. How is this related to the example Grpd — Cat?

The foregoing examples are instances of the following general situation.

Proposition 3.6.5. Let £ be a CCC and i : S — & a full subcategory with finite products
and a left adjoint reflection L : £ — S preserving finite products. Suppose moreover that for
any two objects A, B in S, the exponential iB* is again in S. Then S has all exponentials,
and these are preserved by 1.

Proof. By assumption, we have L = i with isomorphic counit LiS = S for all S € S.
Let us identify & with the subcategory of £ that is its image under ¢ : § — £. The
assumption that B4 is again in S for all A, B € S, along with the fullness of S in &, gives
the exponentials, and the closure of S under finite products in £ ensures that the required
transposes will also be in S.

Alternately, for any A, B € S set B4 = L(iB™). Then for any C' € S, we have natural
isos:

12

S(C x A, B)

I

£(i(C x A),iB)
E(iC x iA,iB)

where in the fifth line we used the assumption that i B is again in S, in the form iB* =~ i E
for some E € S, which is then necessarily L(iB') = LiE ~ E. O

A related general situation that covers some (but not all) of the above examples is this:
Proposition 3.6.6. Let £ be a CCC andi: S — &£ a full subcategory with finite products
and a right adjoint reflection R : € — S. If i preserves finite products, then S also has all
exponentials, and these are computed first in £, and then reflected by R into S.

Proof. For any A, B € S set B* = R(iB™) as described. Now for any C' € S, we have
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natural isos:

S(C'x A,B) = E(i(C x A),iB)
(

O

An example of the foregoing is the inclusion of the opens into the powerset of points of
a space X,
O0X —PX

This frame homomorphism is associated to the map |X| — X of locales (or in this case,
spaces) from the discrete space on the set of points of X.

Exercise 3.6.7. Which of the examples follows from which proposition?

Example 3.6.8. A presheaf category C is cartesian closed, provided the index category
C is small. To see what the exponential of presheaves P and @) ought to be, we use the
Yoneda Lemma. If Q exists, then by Yoneda Lemma and the adjunction (— x P) 4 (=F),
we have for all A € C,

Q" (A) = Nat(yA, Q") = Nat(yA x P,Q) .
Because C is small Nat(yA x P, Q) is a set, so we can define Q' to be the presheaf

QF = Nat(y— x P, Q) .

The evaluation morphism E : QF x P = @ is the natural transformation whose compo-
nent at A is

E4:Nat(yA x P,Q) x PA — QA ,

EA : <77,.T> — 77A<1A,ZL‘> .
The transpose of a natural transformation ¢ : R X P = @ is the natural transformation

¢: R = QF whose component at A is the function that maps z € RA to the natural
transformation ¢4z : yA X P = (), whose component at B € C is

(42)p : C(B,A) x PB — QB

(paz)p : (f,y) = ¢B((Rf)z,y) -

Exercise 3.6.9. Verify that the above definition of Q7 really gives an exponential of
presheaves P and Q.
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It follows immediately that the category of graphs Graph is cartesian closed because it
is the presheaf category Set=". The same is of course true for the “category of functions”,
i.e. the arrow category Set™, as well as the category of simplicial sets Set™” from topology.

Exercise 3.6.10. This exercise is for students with some background in linear algebra.
Let Vec be the category of real vector spaces and linear maps between them. Given vector
spaces X and Y, the linear maps £(X,Y) between them form a vector space. So define
L(X,—) : Vec — Vec to be the functor which maps a vector space Y to the vector space
L(X,Y), and it maps a linear map f : Y — Z to the linear map L(X, f) : L(X,|Y) —
L(X, Z) defined by h +— foh. Show that £(X, —) has a left adjoint —® X, but also show
that this adjoint is not the binary product in Vec.

A few other instructive examples that can be explored by the interested reader are the
following.

e Etale spaces over a base space X. This category can be described as consisting of
local homeomorphisms f :Y — X and commutative triangles over X between such
maps. It is also equivalent to the category Sh(X) of sheaves on X. See [?, ch.n].

e Various subcategories of topological spaces (sequential spaces, compactly-generated
spaces). Cf. [?].

e Dana Scott’s category Equ of equilogical spaces [?].

3.7 Simply typed A-calculus

The A-calculus is the abstract theory of functions, just like group theory is the abstract
theory of symmetries. There are two basic operations that can be performed with functions.
The first one is the application of a function to an argument: if f is a function and a is an
argument, then fa is the application of f to a, also called the value of f at a. The second
operation is abstraction: if x is a variable and ¢ is an expression in which x may appear,
then there is a function f defined by the equation

fr=t.

Here we gave the name f to the newly formed function. But we could have expressed the
same function without giving it a name; this is usually written as

T—=1,

and it means “x is mapped to t”. In A-calculus we use a different notation, which is more
convenient when abstractions are nested:

Ax.t.

This operation is called A-abstraction. For example, A\x. A\y. (z + y) is the function which
maps an argument a to the function \y. (a + y), which maps an argument b ... .
In an expression Az.t the variable z is said to be bound in t.
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Remark 3.7.1. It may seem strange that in specifying the abstraction of a function, we
switched from talking about objects (functions, arguments, values) to talking about ez-
pressions: variables, names, equations. This “syntactic” point of view seems to have been
part of the notion of a function since its beginnings, in the theory of algebraic equations.
It is the reason that the A-calculus is part of logic, unlike the theory of cartesian closed cat-
egories, which remains thoroughly semantical (and “variable-free”). The relation between
the two different points of view will occupy the remainder of this chapter.

Remark 3.7.2. There are two kinds of A-calculus, the typed and the untyped one. In
the untyped version there are no restrictions on how application is formed, so that an
expression such as

Az. (zx)

is valid, whatever it may mean. In typed A-calculus every expression has a type, and
there are rules for forming valid expressions and types. For example, we can only form an
application f,a when a has a type A and f has a type A — B, which indicates a function
taking arguments of type A and giving results of type B. The judgment that expression ¢
has a type A is written as

t:A.

To computer scientists the idea of expressions having types is familiar from programming
languages, whereas mathematicians can think of types as sets and read t : A ast € A. We
will concentrate on the typed A-calculus.

We now give a precise definition of what constitutes a simply-typed \-calculus. First,
we are given a set of simple types, which are generated from basic types by formation of
products and function types:

Basic type B::=Bj, | B | By
Simple type A::=B | A; x Ay | A; — As.

Function types associate to the right:
A—-B—-C=A—(B—=C().

We assume there is a countable set of variables x, y, u, ... We are also given a set of
basic constants. The set of terms is generated from variables and basic constants by the
following grammar:

Variable v =z |y |z | ---
Constant c::=cy | co | -+
Term t =v | c | * | (ti,t2) | fstt | sndt | tity | Av: At

In words, this means:

1. a variable is a term,
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2. each basic constant is a term,

3. the constant * is a term, called the unit,

4. if u and t are terms then (u,t) is a term, called a pair,

5. if t is a term then fstt¢ and sndt are terms,

6. if v and t are terms then ut is a term, called an application

7. if x is a variable, A is a type, and ¢ is a term, then Az : A.t¢ is a term, called a
A-abstraction.

The variable x is bound in Az : A.t. Application associates to the left, thus stu = (st)u.
The free variables FV(t) of a term t are computed as follows:

FV(z) = {z} if x is a variable
FV(a) =10 if a is a basic constant
FV({u,t)) = FV(u) U FV(t)
FV(fstt) = FV(¢)
FV(sndt) = FV(t)
FV(ut) = FV(u) UFV(t)
FV(Az.t) = FV(t) \ {z} .
If x4, ..., x, are distinct variables and Ay, ..., A, are types then the sequence

T A, Ay

is a typing context, or just context. The empty sequence is sometimes denoted by a dot -,
and it is a valid context. Context are denoted by capital Greek letters I', A, ...
A typing judgment is a judgment of the form

r|t:A

where I' is a context, t is a term, and A is a type. In addition the free variables of ¢
must occur in ', but I' may contain other variables as well. We read the above judgment
as “in context I' the term ¢ has type A”. Next we describe the rules for deriving typing
judgments.

Each basic constant ¢; has a uniquely determined type Cj,

F|ci:Cl-

The type of a variable is determined by the context:

1< <
{L'lZAl,...,ZEZ‘fAi,...,:L‘n;An|xi:Ai( _’L_n)
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The constant * has type 1:
[*:1
The typing rules for pairs and projections are:

F'fu:A I'|t:B '|t:Ax B L|t:Ax B
I'|(u,t): Ax B ['|fstt: A I'| sndt: B

The typing rules for application and A-abstraction are:

I't:A— B I'fu:A Iz:A|t:B
I'|tu:B I'f(M:A.t): A— B

Lastly, we have equations between terms; for terms of type A in context I,
Clu:A, r'|t:B,
the judgment that they are equal is written as
Ffu=t:A.

Note that u and t necessarily have the same type; it does not make sense to compare terms
of different types. We have the following rules for equations:

1. Equality is an equivalence relation:

t=u:A Flt=u:A Flu=v:A
t=t:A Fu=t:A Mjt=v:A

2. The weakening rule:
Flu=t:A
MNe:Blu=t:A

3. Unit type:
|t=x:1
4. Equations for product types:

Fu=v:A I'|s=t:B
| (u,s)=(vt)y: AxB
I's=t:AxB I's=t:AxB
I'|fsts=1=fstt: A I'| snds =sndt: A

['|t=(fstt,sndt): Ax B

I'|fst(u,t)=u:A ['|snd(u,t)y=t:A
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5. Equations for function types:
I's=t:A— B Fu=v:A
['|su=tv:B
z:A|lt=u:B
F'f(Ma:At)=N:A.u):A— B

I'l (Az: A t)u=tu/z]: A (B-rule)
itz & FV(1) (orule)

M'AX:A. (te)=t:A— B

This completes the description of a simply-typed A-calculus.

Apart from the above rules for equality we might want to impose additional equations.
In this case we do not speak of a A-calculus but rather of a \-theory. Thus, a A-theory T
is given by a set of basic types, a set of basic constants, and a set of equations of the form

Ffu=t:A.
We summarize the preceding definitions.

Definition 3.7.3. A simply-typed \-calculus is given by a set of basic types and a set
of basic constants together with their types. A simply-typed \-theory is a simply-typed
A-calculus together with a set of equations.

We use letters S, T, U, ...to denote theories.

Example 3.7.4. The theory of a group is a simply-typed A-theory. It has one basic type
G and three basic constant, the unit e, the inverse i, and the group operation m,

e:G, i:G—=G, m:GXG—=G,

with the following equations:

SIS SIS
[}
5

P e et e
=
'_I
\/\H/
|
o O

r:Gy:Gz:G|n(z,nly 2)) =
These are just the familiar axioms for a group.

Example 3.7.5. In general, any algebraic theory A determines a A-theory A,. There is
one basic type A and for each operation f of arity k there is a basic constant f : A¥ — A,
where A* is the k-fold product A x - - - x A. It is understood that A° = 1. The terms of A are
translated to the terms of the corresponding A-theory in a straightforward manner. For
every axiom t = u of A the corresponding axiom in the A\-theory is

x1: Az, Alt=u:A

where x4, ..., x, are the variables occurring in ¢ and wu.
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Example 3.7.6. The theory of a directed graph is a simply-typed theory with two basic
types, V for vertices and E for edges, and two basic constant, source src and target trg,

src:E—V, trg: E— V.

There are no equations.

Example 3.7.7. An example of a A\-theory is readily found in the theory of programming
languages. The mini-programming language PCF is a simply-typed A-calculus with a basic
type nat for natural numbers, and a basic type bool of Boolean values,

Basic type B ::=nat type | bool type.

There are basic constants zero 0, successor succ, the Boolean constants true and false,
comparison with zero iszero, and for each type A the conditional cond, and the fizpoint
operator fix,. They have the following types:
0 :nat
succ : nat — nat
true : bool
false : bool
iszero : nat — bool
condy :bool - A — A
fixg: (A—A) > A

The equational axioms of PCF are:

- | iszero 0 = true : bool
x :nat | iszero (succx) = false : bool

u:Ajt: A|lcondytrueut=u:A

w:Ajt: Al condyfalseut=1t: A

t:A— Alfixat=1t(fixat): A
Example 3.7.8. Another example of a A-theory is the theory of a reflexive type. This
theory has one basic type D and two constants

r:D—D—D s:(D—D)—D
satisfying the equation
f:D—=D|r(sf)=f:D—=D (3.24)

which says that s is a section and r is a retraction, so that the function type D — D is a
subspace (even a retract) of D. A type with this property is said to be reflexive. We may
additionally stipulate the axiom

z:D|s(rx)=x:D (3.25)

which implies that D is isomorphic to D — D.
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Untyped M-calculus

We briefly describe the untyped A-calculus. 1t is a theory whose terms are generated by
the following grammar:
tu=v|tity| At .

In words, a variable is a term, an application ¢t is a term, for any terms ¢ and ¢, and a
A-abstraction Az.t is a term, for any term ¢. Variable z is bound in Axz.t. A context is a
list of distinct variables,

1 N

We say that a term t is valid in context I' if the free variables of ¢ are listed in I'. The
judgment that two terms u and ¢ are equal is written as

F'fu=t,

where it is assumed that v and ¢ are both valid in I'. The context I' is not really necessary
but we include it because it is always good practice to list the free variables.
The rules of equality are as follows:

1. Equality is an equivalence relation:

I't=u Flt=u T'|u=v
Ct=t Dlu=t ['|t=wv
2. The weakening rule:
Flu=t
oz |lu=t

3. Equations for application and A-abstraction:

['|s=t Flu=w oz |t=u
I'|su=tv I'| Ax.t = Az.u
-rul
T (Az.t)u = tlu/x] (B-rule)
if FV(t -rul
F\Ax.(tw):tlx€ (®) (rr-rule)

The untyped A-calculus can be translated into the theory of a reflexive type from Exam-
ple 3.7.8. An untyped context I is translated to a typed context I'* by typing each variable
in [' with the reflexive type D, i.e., a context w1, ...,z is translated to x; : D,...,xy : D.
An untyped term ¢ is translated to a typed term t* as follows:

=z if x is a variable ,
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For example, the term Az. (z x) translates to s (Az : D.((rx)z)). A judgment
Ifu=t (3.26)

is translated to the judgment
I |u =t":D. (3.27)

Exercise* 3.7.9. Prove that if equation (3.26) is provable then equation (3.27) is provable
as well. Identify precisely at which point in your proof you need to use equations (3.24)
and (3.25). Does provability of (3.27) imply provability of (3.26)?

3.8 Interpretation of A\-calculus in CCCs

We now consider semantic aspects of A-calculus and A-theories. Suppose T is a A-calculus
and C is a cartesian closed category. An interpretation [—] of T in C is given by the
following data:

1. For every basic type A in T an object [A] € C. The interpretation is extended to all
types by

[1] =1, [A x B] = [A] x [B] . [A — B] = [B]1.

2. For every basic constant ¢ of type A a morphism [c] : 1 — [A].

The interpretation is extended to all terms in context as follows. A context I' = zy :
Ay, - ,x, o A, is interpreted as the object

[Ad] > - < [Aa]
and the empty context is interpreted as the terminal object 1. A typing judgment
C|t:A

is interpreted as a morphism

[C)t:A]: ) —[4] .
The interpretation is defined inductively by the following rules:

1. The i-th variable is interpreted as the i-th projection,

[[1'0140,,l'nAn’l'lAl]]:ﬂ'z[[F]]—)[[Az]]

2. A basic constant ¢ : A in context I is interpreted as the composition
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3. The interpretation of projections and pairs is

[T (tuy: Ax Bl ={([T|t:A],[T |w:B]):[]— [4] x [B]
[T ]fstt: Al =mpo [ |t: Ax B]:[I'] — [4]
[T | sndt: Al =mo[l'|t: Ax B]:[I'] = [B] .

4. The interpretation of application and A-abstraction is

[C'|tu:B]l=eo([l'|t:A— B],[I'|u:A]): ] — [B]
[T |Xz:A.t:A— B]=([I,z:A|t:B])>:[I]— [B]X

where ¢ : [A — B] x [A] — [B] is the evaluation morphism for [B]I! and ([T, :
A | t: B])~ is the transpose of the morphism

[C,z:Alt:B]:[I'] x[A] — [B] .

An interpretation of the A-calculus of a theory T is a model of the theory if it satisfies
all axioms of T. This means that, for every axiom I' | t = u : A, the interpretations of u
and t coincide as arrows in C,

[Cu:A]l=[T|t:A]: ] — [A]
It follows that all equations provable in T are satisfied in the model, by the following fact.

Proposition 3.8.1 (Soundness). If T is a A-theory and [—] a model of T in a cartesian
closed category C, then for every equation in context I |t = u : A that is provable from the
axioms of T, we have

[T u:A]=[T|t:A]: ][] — [4].

Briefly, for all T-models [—],
THET|t=u:A) implies [-]ET|t=u:A).

Remark 3.8.2 (Inhabitation). There is another notion of provability for the A-calculus,
related to the Curry-Howard correspondence of section 3.1, relating it to propositional
logic. If we regard types as “propositions” rather than structures, and terms as “proofs”
rather than operations, then it is more natural to ask whether there even is a term a : A of
some type, than whether two terms of the same type are equal s =t : A. This only makes
sense when A is considered in the empty context - = A, rather than I' = A for non-empty
[ (consider the case where I' =z : A,...). We say that a type A is inhabited (by a closed
term) when there is some - a : A, and regard an inhabited type A a provable. In this
sense, there is another notion of soundness as follows.
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Proposition 3.8.3 (Inhabitation soundness). If T is a A-theory and [—] a model of T in
a cartesian closed category C, then for every closed type A that is inhabited in T by a closed
term, = a : A, there is a corresponding point

[al -1 = [A],
in C. Briefly, for all T-models [—],
Fa:A dmplies [a]:1— [A].
This follows immediately from the fact that [-] = 1 for T' = - the empty context.

Example 3.8.4. 1. A model of an algebraic theory A, extended to a A-theory A, as in
Example 3.7.5, taken in a CCC C, is just a model of the algebraic theory A in the
underlying finite product category |C| of C. A difference, however, is that in defining
the category of models

Mod, (A, |C])

we can take all homomorphism of models the algebraic theory as arrows, while the

arrows in the category
Mod, (Ay,C)

of A-models are best taken to be isomorphisms, for which one has an obvious way to
deal with the contravariance of the function type [A — B] = [B]HI .

2. A model of the theory of a reflexive type, Example 3.7.8, in Set must be the one-
element 1 (prove this!). Fortunately, the exponentials in categories of presheaves
are not computed pointwise - otherwise it would follow that there would be no non-
trivial models at all in small categories! That there are such non-trivial models is
an important fact in the semantics of programming languages and the subject called
domain theory. A basic paper in which this is shown is [?].

3. A model of a propositional theory T, regarded as a A-theory, in a CCC poset P is the
same thing as before: an interpretation of the atomic propositions pi, ps, ... of T as
elements [p1], [p2], ... € P, such that the axioms ¢, ¢o, ... of T are all sent to 1 € P
by the extension of [—] to all formulas, i.e. [¢1] = [¢2] = ... =1 € P.

3.9 Functorial semantics

In Section 7?7 we saw that algebraic theories can be viewed as categories, cf. Definition 77,
and models as functors, cf. Definition 7?7, and we arranged this categorical analysis of the
traditional relationship between syntax and sematics into the framework that we called
functorial semantics. The same can be done with A-theories and their models in CCCs.
The first step is to build a syntactic category Cr from a A-theory T. This is done as follows:

e The objects of Ct are the types of T.
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e Morphisms A — B are terms in context
[x:Alt:B],

where two such terms z : A |¢: B and x : A | u : B represent the same morphism
when T proves z: A |t =u: B.

e Composition of the terms
[x:A|t:B]:A— B  and y:Blu:C]:B—C
is the term obtained by substituting ¢ for y in u:
[z:Alult/y]:C]: A— C.

e The identity morphism on A is the term [z : A | z : A].
Proposition 3.9.1. The syntactic category Cr built from a \-theory is cartesian closed.

Proof. We omit the equivalence classes brackets [z : A | ¢ : B] and treat equivalent terms
as equal.

e The terminal object is the unit type 1. For any type A the unique morphism !4 :
A—1is
r:A|x:1.

This morphism is unique because
Clt=x:1
is an axiom for the terms of unit type 1.

e The product of objects A and B is the type A x B. The first and the second
projections are the terms

p: AxXBlfstp: A, p:Ax B|sndp: B.
Given morphisms
z:C|t: A, z:Clu:B,

the term
z:C|(t,u): Ax B

represents the unique morphism satisfying
z:C | fst(t,u)y=t: A, z:C|snd(t,u)=u:B.
Indeed, if fst s =t and snd s = u then

s = (fsts,snds) = (t,u) .
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e The exponential of objects A and B is the type A — B with the evaluation morphism
p:(A— B)x Al (fstp)(sndp): B.
The transpose of the morphism p: C' x A |t: B is
z:C | Ax: A (t[(z,z)/p]) : A— B.
Showing that this is the transpose of £ amounts to

(Az: A (t[(fstp,2)/p]))(sndp) = t[(fstp,sndp)/p| = t[p/p] =1 ,

which is a valid chain of equations in A-calculus. The transpose is unique, because
any morphism z : C' | s : A — B that satisfies

(s[fstp/z])(sndp) =t
is equal to Az : A. (t[(z,x)/p]). First observe that
t[(z, x)/p] = (s[fstp/z])(snd p)[(z, z)/p] =
(s[fst (z,x)/2])(fst (z,x)) = (s[z/z]))z = sx .

Therefore,

At AL (t[(z,2)/p]) =Ax A (sx) =5,

as required.

]

The syntactic category allows us to “redefine” models as functors. More precisely, we
have the following.

Lemma 3.9.2. A model [—] of a A-theory T in a cartesian closed category C determines
a cartesian closed functor M : Ct — C with

M(A) =[A], M(c) =[], (3.28)

for all basic types A and basic constants c. Moreover, M is unique up to a unique iSOmor-
phism of CCC functors, in the sense that given another model N satisfying (3.28), there is
a unique natural iso M = N determined inductively by the comparison maps M (1) = N (1),

M(AxB) ¥ MAxMB ¥ NAxXxNB = N(Ax B),
and similarly for M(B*).
Proof. Straightforward. ]

We now have the usual functorial semantics theorem:
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Theorem 3.9.3. For any A-theory T, the syntactic category Cr classifies T-models, in the
sense that for any cartesian closed category C there is an equivalence of categories

Mod, (T,C) ~ CCC(Cr,C), (3.29)
naturally in C.

Proof. Note that the categories involved in (3.29) are actually groupoids, as discussed in
example 3.8.4(1). The only thing remaining to show is that given a model [-]* in a CCC
C and a CCC functor f : C — D, there is an induced model [—]M in D, given by the
interpretation [A]/M = f[A]M. This is straigtforward, just as for algebraic theories. [

We can now proceed just as we did in the case of algebraic theories and prove that the
semantics of A\-theories in cartesian closed categories is complete, in virtue of the syntactic
construction of the classifying category Cr. Specifically, a A-theory T has a canonical
interpretation [—] in the syntactic category Cr, which interprets a basic type A as itself, and
a basic constant ¢ of type A as the morphism [z : 1| ¢ : A]. The canonical interpretation
is a model of T, also known as the syntactic model, in virtue of the definition of the
equivalence relation [—| on terms. In fact, it is a logically generic model of T, because by
the construction of Cr, for any terms I' | u: A and I' | ¢ : A, we have

THET|u=t:A) < [T|u:Al=[]t:A4]
— [-]ET|u=t:A.

For the record, we therefore have shown:
Proposition 3.9.4. For any A-theory T,
THT|t=u:A) if, and onlyif, [-] = (I |t=wu:A) for the syntactic model [—].
Of course, the syntactic model [—| is the one associated under (3.29) to the identity
functor Cr — Cr, i.e. it is the universal one. It therefore satisfies an equation just in case

the equation holds in all models, by the classifying property of Cr, and the preservation of
satisfaction of equations by CCC functors (Proposition 3.8.1).

Corollary 3.9.5. For any A-theory T,
T |t=u:A) if, and only if, ME (I'|t=wu:A) for every CCC model M.

Moreover, a closed type A is inhabited - a : A if, and only if, there is a point 1 — [A] in
every model M.
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3.10 The internal language of a CCC

We can take the correspondence between A-theories and CCCs one step further and organize
the former into a category, which is then equivalent to that of the latter. For this we first
need to define a suitable notion of morphism of theories. A translation 7 : T — U of a
A-theory T into a A-theory U is given by the following data:

1. For each basic type A in T a type 7A in U. The translation is then extended to all
types by the rules

T1=1, T(AX B)=TAXTB, T(A— B)=7TA—71B.

2. For each basic constant ¢ of type A in A a term 7c of type 7A in U. The translation
of terms is then extended to all terms by the rules

T(fstt) = fst (7t) , 7(sndt) = snd (71) ,
7(t,u) = (1t, Tu) , T(Ax: A.t)=Xx:TA. Tt
T(tu) = (1t)(Tu) , Tx =x (if x is a variable) .

A context I' =z : Aq,..., 2, : A, is translated by 7 to the context
TI=x1:7TA, ..., 2, : TA, .

Furthermore, a translation is required to preserve the axioms of T: if I' | t = u : A is an
axiom of T then U proves 71" | 7t = 7u : 7A. It then follows that all equations proved by T
are translated to valid equations in U.

A moment’s consideration shows that a translation 7 : T — U is the same thing as
a model of T in Cy, despite being specified entirely syntactically. Clearly, A-theories and
translations between them form a category. Translations compose as functions, therefore
composition is associative. The identity translation (7 : T — T translates every type to
itself and every constant to itself. It corresponds to the canonical interpretation of T in Cr.

Definition 3.10.1. AThr is the category whose objects are A-theories and morphisms are
translations between them.

Let C be a small cartesian closed category. There is a A-theory LL(C) that corresponds
to C, called the internal language of C, defined as follows:

1. For every object A € C there is a basic type "A™.

2. For every morphism f : A — B there is a basic constant " f' whose type is "A" —
"B

3. For every A € C there is an axiom

z:TAT Tl e =0 TAT.
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4. For all morphisms f: A— B, g: B— C,and h: A — C such that h = g o f, there
is an axiom
l’:I_A—|||—h—|.’L':'_g—l(,_f—ll'):I_C—l.

5. There is a constant
T:1—>"17,
and for all A, B € C there are constants
Pap:"A'X"™BT—TAXx BT, Eap:(TA7—="B7) — "BA7.
They satisfy the following axioms:
u:"17 | T =wu:"1"
2:TAX BV | Pap("m 'z, m 2) =2:TA X B™
w:TATX "B (" (Papw), " m (Papw)) =w:"ATx "B™
f:"BY | Eap\r:TAT . (Teva g (Pap(f,2)))) = f: "B
f:TAT=TBV [ Ax:"TA" . ("eva s (Pap((Eanf) x))=f:TAT—"B™

The purpose of the constants T, P4 p, E4p, and the axioms for them is to ensure the
isomorphisms "17 21, TAx BT TA"x "B7, and "BA7 =" A7 - "B7. Types A and B
are said to be isomorphic if there are terms

x:Al|t:B, y:Blu:A,
such that T proves
r:Aluft/yl=x: A, y:B|tlu/z]=y:B.
Furthermore, an equivalence of theories T and U is a pair of translations

T

T U

o
such that, for any type A in T and any type B in U,
o(TA) = A | T(cB) = B.
The assignment C — LL(C) extends to a functor

L :CCC— AThr,

where CCC is the category of small cartesian closed categories and functors between them
that preserve finite products and exponentials. Such functors are also called cartesian
closed functors or ccc functors. If F': C — D is a cartesian closed functor then L(F) :
L(C) — LL(D) is the translation given by:
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1. A basic type " A7 is translated to " FA™.
2. A basic constant " f is translated to "F f .

3. The basic constants T, P4 p and E4 p are translated to T, Pp4 pa and Ep4 pp, respec-
tively.

We now have a functor L. : CCC — AThr. How about the other direction? We already
have the construction of syntactic category which maps a A-theory T to a small cartesian
closed category Cr. This extends to a functor

C: AThr — CCC,

because a translation 7 : T — U induces a functor C, : Ct — Cy in an obvious way: a basic
type A € Cr is mapped to the object TA € Cy, and a basic constant x : 1 | ¢ : A is mapped
to the morphism z : 1 | 7¢ : A. The rest of C, is defined inductively on the structure of
types and terms.

Theorem 3.10.2. The functors L : CCC — AThr and C : A\Thr — CCC constitute an
equivalence of categories, “up to equivalence”. This means that for any C € CCC there is
an equivalence of catgories

C ~Cue) ,

and for any T € XThr there is an equivalence of theories

Proof. For a small cartesian closed category C, consider the functor ne : C — Crc), defined
for an object A€ Cand f: A— B in C by

neA="A7, nef = (x:"AT|"fx:"BT).
To see that 7 is a functor, observe that IL(C) proves, for all A € C,
z:TAT| Tl e =2 :TA
and forall f: A— Band g: B — C,
2 TAT | Tgo fla="g(Tf1z):7C.

To see that ne is an equivalence of categories, it suffices to show that for every object
X € Cu(e) there exists an object X € C such that ne(6cX) =2 X. The choice map 6 is
defined inductively by

el =1, 0c"AT=A,
Oc(Y x Z) = 0cX x 0cY 0c(Y = Z) = (0c2)%" .
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We skip the verification that ne¢(6:X) = X. In fact, fc can be extended to a functor
Qc : C]L(C) — C so that 96’ o Nc = 1C and Nc © 96’ = 1CIL(C)'
Given a A-theory T, we define a translation 7p : T — L(Cr). For a basic type A let

TTA =TAT.
The translation 7rc of a basic constant ¢ of type A is
mre="x:1|c:mAT.

In the other direction we define a translaton or : L(Cy) — T as follows. If "A7 is a basic
type in L(Cr) then
oT FAT=A 5

and if "z : A|t: B is a basic constant of type "A7 — "B then
or"z:A|t:BY'=Xr:A.t.
The basic constants T, P4 g and E4 p are translated by or into
orT=Xx:1.x,

orPap=Ap:AXDB.p,
O"EEAyB:)\fZA—)B.f.

If Aisa typein T then op(rrA) = A. For the other direction, we would like to show, for
any type X in L(Cr), that 7r(opX) = X. We prove this by induction on the structure of
type X:

1. If X =1 then 7r(o71) = 1.

2. If X =T A7 is a basic type then A is a type in T. We proceed by induction on the
structure of A:

(a) If A = 1 then 7p(or"17) = 1. The types 1 and T17 are isomorphic via the
constant T:1 — "1
(b) If A is a basic type then 7p(op" A7) =TA™

(¢c) If A= B x C then mp(op" B x C7) =B x "C™. But we know "B x "C™" &
"B x C' via the constant P4 p.

(d) The case A= B — (' is similar.

3. f X =Y x Z then 7p(op(Y x Z)) = mp(orY) X 7r(orZ). By induction hypothesis,
Tr(orY) 2Y and 7r(opZ) = Z, from which we easily obtain

(oY) X 7p(0rZ) 2Y X Z .
4. The case X =Y — Z is similar.
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]

Exercise 3.10.3. In the previous proof we defined, for each C € CCC, a functor n¢ : C —
Cr(c). Verify that this determines a natural transformation 7 : 1ccc = C o L. Can you
say anything about naturality of the translations 74 and or? What would it even mean
for a translation to be natural?

Remark 3.10.4. Discussion of untyped A-calculus: we do not know that the syntactic
construction is non-trivial. But existence of non-trivial models tells us that it is not (which
implies a suitable notion of consistency of untyped A-calculus).

Give an untyped model satisfying S-reduction. Refer to literature for Sn-models.

Remark 3.10.5. Adding coproducts 0, A + B, also for presheaf models.

3.11 Embedding and completeness theorems

We have considered the A-calculus as a common generalization of both propositional logic,
modelled by poset CCCs such as Boolean and Heyting algebras, and equational logic,
modelled by finite product categories. Accordingly, there are then two different notions
of “provability”, as discussied in Remark 3.8.2; namely the derivability of a closed term
Fa: A, and the derivability of an equation between two (not necessarily closed) terms of
the same type I' - s =t : A. With respect to the semantics, there are then two different
corresponding notions of soundness and completeness: for “inhabitation” of types, and for
equality of terms. We consider special cases of these notions in more detail below.

Conservativity

With regard to the former notion, inhabitation, one can also consider the question of how
it compares with simple provability in propositional logic: e.g. a positive propositional
formula ¢ in the variables pq, po, ..., p, obviously determines a type ® in the corresponding
A-theory T(X;, Xo, ..., X;,) over n basic type symbols. What is the relationship between
provability in positive propositional logic, PPL = ¢, and inhabitation in the associated
A-theory, T(Xq, X, ..., X,,) F t @ ®7 Let us call this the question of conservativity of A-
calculus over PPL. According to the basic idea of the Curry-Howard correspondence from
Section 3.1, the A-calculus is essentially the “proof theory of PPL”. So one should expect
that starting from an inhabited type @, a derivation of a term T(Xy, X,..., X,,) F ¢ : ®
should result in a corresponding proof of ¢ in PPL just by “rubbing out the proof terms”.
Conversely, given a provable formula - ¢, one should be able to annotate a proof of it in
PPL to obtain a derivation of a term T(X;, Xs, ..., X,,) F ¢ : ® in the A-calculus (although
perhaps not the same term that one started with, if the proof was obtained from rubbing
out a term).

We can make this idea precise semantically as follows. Write |C| for the poset reflection
of a category C, that is, the left adjoint to the inclusion i : Pos < Cat, and let n : C — |C]|
be the unit of the adjunction.
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Lemma 3.11.1. IfC is cartesian closed, then so is |C|, and n : C — |C| preserves the CCC
structure.

Proof. Exercise! ]
Exercise 3.11.2. Prove Lemma 3.11.1.

Corollary 3.11.3. The syntactic category PPC(py, pa, ..., pn) of the positive propositional
calculus on n propositional variables is the poset reflection the syntactic category Cr(x, xa,..., Xn)
of the A-theory T(Xy, X, ..., X,,),

ICr(x1, X, x| = PPC(p1, p2, ... Dn) -

Proof. We already know that Cr(x, x,,..x,) is the free cartesian closed category on n gener-
ating objects, and that PPC(p1, ps, ..., p,) is the free cartesian closed poset on n generating
elements. We have an obvious CCC map

Cr(x,,xs,...x,,) — PPC(p1,p2, ..., pn)

taking generators to generators, and it extends along the quotient map to |Cr(x, x,,....x,)|
by the universal property of the poset reflection. Thus it suffices to show that the quotient
map preserves, and indeed creates, the CCC structure on |Cr(x, x,,..x,)|, which follows
from the Lemma 3.11.1. O]

Remark 3.11.4. Corollary 3.11.3 can be extended to other systems of type theory and
logic, with further operations such as CCCs with sums 0, A + B (“bicartesian closed cat-
egories”), and the full intuitionistic propositional calculus IPC with the logical operations
1 and pV q. We leave this as a topic for the interested student.

Completeness

As was the case for algebraic and propositional logics, the fact that there is a generic model
(Proposition 3.9.4) allows the general completeness theorem stated in Corollary 3.9.5 to
be specialized to various classes of special models, via embedding (or “representation”)
theorems, this time for CCCs, rather than for finite product categories or Boolean/Heyting
algebras. We shall consider three such cases: “variable” models, topological models, and
Kripke models. Note that this follows that same pattern that we saw for the “proof
irrelevant” case of propostional logic, but in some cases, the proofs require much more
sophisticated methods.

Variable models

By a wvariable model of the A-calculus we mean one in a ccc of the form C= Set™, ie.
presheaves on a category C. We regard such a model as “varying over C”, just as a presheaf
of groups on the simplex category A may be seen both as a simplicial group — a simplicial
object in the category of groups — and as a group in the category Set®” of simplicial sets.
The basic fact that we use in specializing Proposition 3.9.4 to such variable models is the
following, which is one of the fundamental facts of categorical semantics.
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Lemma 3.11.5. For any small category C, the Yoneda embedding
y : C — Set™

preserves cartesian closed structure.

Proof. We just evaluate yA(X) = C(X, A). It is clear that y1(X) = C(X, 1) = 1 naturally
in X, and that y(A x B)(X) = C(X,A x B) =2 C(X,A) x C(X,B) = (yA x yB)(X) for
all A, B, X, naturally in all three arguments. For B4 € C, we then have

y(BY(X) = C(X,BY) =~ C(X x 4, B) 2 C(y(X x A),yB) = C(yX x yA,yB),

since y is full and faithful and preserves x. But now recall that the exponential QF of
presheaves P, () is defined at X by the specification

~

Q"(X) = CyX x P,Q).
So @(yX x yA,yB) = yBY4(X), and we're done. ]
Proposition 3.11.6. For any A-theory T, we have the following:

1. A type A is inhabited,
Tha:A

if, and only if, there is a point
1 — [A]

in every model [—] in a CCC of presheaves Set®™ on a small category C.

2. For any terms T | s,t : A,
TE{T|s=t:A)

iof, and only if,
[TFs:A]=[TFt:A]: ] — [A]

for every such presheaf model.

Proof. We can specialize the general completeness statement of Corollary 3.9.5 to CCCs of
the form C using Lemma 3.11.5, together with the fact that the Yoneda embedding is full
(and therefore reflects inhabitation) and faithful (and therefore reflects equations). O

Topological models
See [?]

Kripke models
See [?]
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Models based on computability and continuity

See [?]

3.12 Modal operators and monads

See [?]
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