
CARTESIAN CUBICAL MODEL CATEGORIES

STEVE AWODEY

Abstract. The category of Cartesian cubical sets is introduced and en-
dowed with a Quillen model structure using ideas coming from recent
constructions of cubical systems of univalent type theory.
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Introduction

Recent years have seen renewed interest in the cubical approach to ab-
stract homotopy theory. This contrasts with the more familiar and wide-
spread simplicial approach, using which many sophisticated and power-
ful tools have been developed, such as simplicial model categories [DK80],
quasi-categories [Joy08], and higher toposes [Lur09]. Of course, some early
work like the original papers of D. Kan [Kan55, Kan56] employed cubical
sets, and some researchers such as R. Brown [Bro18] and R. Jardine [Jar02]
have developed such methods further in a more modern style, but they
are swimming against the tide.

The current interest in the cubical approach arises from connections
with the formal system of type theory for the purpose of computerized
proof checking [AC13]. Unlike previous cubical models of homotopy the-
ory, however, the cubes being used for this purpose are generally assumed

Date: May 2, 2023.
1



2 STEVE AWODEY

to be closed under finite products; we call such cube categories Cartesian.
This is a natural enough assumption to make for cubes, but one that has
somehow escaped serious consideration—but for two notable exceptions:
in A. Grothendieck’s famous letter to D. Quillen, and the accompanying
600 page manuscript Pursuing stacks [Gro83], such cubical sets make an ap-
pearance as test categories, which model the homotopy category of spaces
in a particular way. In fact, the Cartesian cubes studied here are strict
test categories in the terminology of op.cit., meaning that the geometric
realization functor preserves finite products ([BM17]). The more familiar
category of “monoidal” cubical sets used since Kan is also a strict test cate-
gory provided one includes connections [Mal09], but this is not necessarily
Cartesian. The second source for Cartesian cubical sets is F.W. Lawvere,
who proposed them as a model for homotopy theory in lectures, and in
public and private correspondence, but never (to my knowledge) pub-
lished anything on the subject. Among their advantages, he stressed the
tinyness of the 1-cube, or “interval” I, which indeed plays a role in the
current theory—although perhaps not the one envisioned by him.

We can define the Cartesian cube category 2 to be the Lawvere algebraic
theory of bipointed objects, the opposite of which is therefore the category
of finite, strictly bipointed sets B = 2op. Thus 2 is the free finite product
category with a bipointed object [0] ⇒ [1]. Our homotopy theory will be
based on the category of Cartesian cubical sets, which is the category of
presheaves on 2,

cSet = Set2
op

and thus consists of all covariant functors B → Set. Among these, there is
an evident distinguished one, namely that which “forgets the points”, and
it is represented by the generating 1-cube [1],

I = 2(−, [1]) : B −→ Set .

In cubical sets, the bipointed object 1 ⇒ I turns out to have the (non-
algebraic) property that its two points have a trivial intersection.

0

��

// 1

��

1 // I

We call such an object in a topos an interval, and in a sense to be made
precise, this is the universal one. Other categories of Cartesian cubical sets
have a canonical comparison to this one, relating their respective homo-
topy theories.

For the purpose of homotopy theory, namely, this interval provides a
good cylinder X + X ↣ I × X for every object X, as well as a good path
object XI ↠ X × X for every fibrant object X. The notion of fibrancy here is
determined by the interval I in terms of paths I → X, and is a generaliza-
tion of the path-lifting condition from classical homotopy theory, suitably
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modified for this setting. We formulate it using the now-standard notion
of a Quillen model structure:

Definition 1 (cf.[Qui67]). A Quillen model structure on a (bicomplete) cate-
gory E consists of three classes of maps C,W ,F satisfying the conditions:

(1) (C,W ∩F ) and (C ∩W ,F ) are weak factorization systems,
(2) W has the 3-for-2 property: if any two sides of the triangle e = f ◦ g

are in W , so is the third.

For the interval 1 ⇒ I, we have the mono ∂ : 1 + 1 ↣ I as one of two ba-
sic cofibrations C giving rise to all the others, in a certain sense. The other
basic one is the diagonal δ : I ↣ I × I, which is a special cofibration that,
together with ∂, determines both F and W just from the conditions (1)
and (2) in the definition (which we have restated in a form due to [JT99]).
Condition (1) has recently been termed a premodel structure by R. Barton
[Bar19], and its verification in our setting is fairly routine, occupying less
than the first half of the paper. Condition (2) is where all the work is, and
where our treatment is most likely to be of interest to the expert. We shall
summarize those aspects below, but let us say now that the model struc-
ture is not the one determined by the method of Cisinski [Cis06], nor is
it Reedy [Ree74], although the Cartesian cube category 2 is “generalized
Reedy” in the sense of [BM08].

Having identified 2 as a strict test category, why not simply use stan-
dard tools to determine the test model structure making it equivalent to
the standard homotopy theory of spaces? Because we are mainly interested
in how the model structure relates to the interpretation of type theory. Our final
result could no doubt be arrived at more directly with the help of more
sophisticated tools from homotopy theory (although not by this author!).
But like helicoptering to the top of a mountain, the view might be just as
good, but something would be lost along the way. Our goal is not merely
to arrive at the “theorem” that there is such-and-such a model structure on
such-and-such a category, but to investigate the relationship between the
individual ingredients of a Quillen model structure and certain standard
constructions in type theory, in order to better understand the somewhat
mysterious connection between the two.

The first models of homotopy type theory used the standard Kan-Quillen
model structure on simplicial sets [AW09, KL21]. Much subsequent work
has also relied on classical methods, including M. Shulman’s tour de force
result that every Grothendieck ∞-topos admits a model of HoTT with a
univalent universe [Shu19]. This means that all of the results in the Ho-
motopy Type Theory book [Uni13] hold not only in the standard model in
“spaces,” i.e. simplicial sets, but also in any such higher topos. In particu-
lar, the univalence axiom of V. Voevodsky is actually true in all such models.
There is, however, a mismatch between such models of the univalence ax-
iom and the design and implementation of computer systems based on
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type theory. Taken as an axiom, univalence blocks the normalization al-
gorithm which forms the basis of type theoretic computation. Voevodsky
recognized this, and conjectured (roughly) that the system with the uni-
valence axiom admitted an interpretation into the system without it, in a
way that would restore effective computation.

A version of this “homotopy canonicity conjecture” was finally verified
a decade later by T. Coquand and collaborators [BCH14, CCHM18]. One
key insight that apparently led to their success was the “change of shape”
from simplicial to cubical sets.1 Some aspects of Coquand’s work were
undoubtedly informed by homotopy theory, but much of it was driven
by type-theoretic considerations: normalization, canonicity, constructivity,
etc. Subsequent work on computational systems of univalent type theory
(such as [OP18, LOPS18, ABC+22]) also used intuitions from basic homo-
topy theory (and some of the jargon), but without bothering to verify the
model category axioms. Of course, this research had a very different aim,
namely the provision of a constructive system of type theory with uni-
valence, which would facilitate its implementation in a computer proof
system. Once that was accomplished, there was no need to determine
whether a Quillen model structure was also lurking in the background;
it simply remained a mystery that the ingredients required for a compu-
tational system of univalent type theory seemed to align with the basic
concepts of abstract homotopy theory.

It was C. Sattler who first recognized that a computational implemen-
tation of univalent type theory contains everything required to determine
a Quillen model structure [Sat17]. An earlier result in this direction had
been given by [GG08], who showed that the basic system of type theory
with identity types not only interpreted into a weak factorization system
(as had been shown by [AW09]), but that it actually required such a struc-
ture for its sound interpretation—essentially by constructing a weak fac-
torization system from the system of type theory itself (P. LeFanu Lums-
daine subsequently used higher inductive types to construct a second
weak factorization system within homotopy type theory [Lum11], mak-
ing another step toward a full model structure). The relationship between
the full system of univalent type theory and a full Quillen model struc-
ture is somewhat more subtle—and part of the present investigation—but
the mystery of why the tools of model category theory seemed to work so
well for constructing systems of univalent type theory is at least partially
resolved by the insight that the type theory is apparently describing the
same kind of structure as do certain model categories; namely, that of a
higher topos. So while there was no reason to expect a priori that the work

1As suggested by [BC15]. Whether this alone is essential is still a matter of debate;
arguably, it was rather the algebraic aspect underlying the “uniform Kan filling” condition
that made the break-through possible. Whether the cubical shape is essential to that will
perhaps be determined by recent work on an algebraic simplicial approach by [GH19].
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on computer proof systems would have any relevance to homotopy the-
ory, the methods developed for those purposes have now acquired such
relevance nonetheless.

These new methods include various species of cubical sets with different
combinatorial and homotopical properties [BM17], some still unknown,
as well as various composition, filling, and uniformity conditions with as
yet unclear relationships to homotopical algebra [OP18, CCHM18, BCH14,
ABC+22, CMS20]. It is worth noting, for those not familiar with both, that
translating between the language of type theory and that of model cate-
gories is by no means routine, nor is the converse anything like typesetting
a commutative diagram in LaTeX. (Indeed, the limits of such translation
are a matter of current investigation, with the question of how to handle
the coherences arising in higher category theory in type theory at the very
forefront of current research.)

The particular category of Cartesian cubes considered here has been
studied by the author, in lectures and papers, since 2013 [Awo18, Awo19b],
with various different box-filling conditions. The condition explored in
the present work, which we call unbiased partial box-filling, was apparently
considered early on by Coquand [Coq14] but abandoned in favor of a
monoidal one in [BCH14], and later modified to one depending on the
presence of connections in [CCHM18]. The unbiased approach was resur-
rected and studied intensely in type theory by R. Harper and his students
[BL14, AHW17, AHH18, Ang19], culminating in [ABC+22]. These type
theoretic constructions are analyzed in terms of model categories here
for the first time, doing for the system of Cartesian cubical type theory
roughly what Gambino and Sattler [GS17, Sat17] did for the system in
[CCHM18].

Specifically, we ultimately show that the category of Cartesian cubical
sets admits a Quillen model structure C,W ,F with the unbiased fibrations
as the class F and the cofibrations C axiomatized to allow for variations,
including additional structure on the basic cube category 2 and adjust-
ments in the filling conditions. Since our proofs are given in elementary
diagrammatic form, they will also hold in other categories of Cartesian
cubical sets, including those with connections, reversals, etc. Indeed, part
of our motivation is to apply the results obtained here, mutatis mutandis,
in two other settings: realizability, and equivariant filling. The former (un-
derway in [AAFS23]) imposes a strict condition of constructivity, about
which we will say a bit more shortly. The latter (underway in [ACC+23])
is based on an unpublished result due to Sattler showing that an addi-
tional equivariance condition on the unbiased fibrations suffices to turn
this model structure into the test model structure already mentioned.

The possibility of an entirely constructive verification of the Quillen
model category axioms is a consequence of the constructive interpretation
of univalent type theory labored over by Coquand and his collaborators,
and it has applications for the homotopy theory of presheaves and sheaves
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that stand to be explored further (but cf. [CMR17]). The important unifor-
mity condition on the Kan filling operations is closely related to E. Riehl’s
algebraic model structures [Rie11] and gives rise to a notion of structured
fibration that admits classification, in the sense of classifying spaces, by
means of what we here call classifying types. These classifiers are used to
construct universal objects of various kinds: families, cofibrations, (trivial)
fibrations, and ultimately a universal fibration U̇ ↠ U , which acts like an
object classifier in higher topos theory, but with a stricter universal prop-
erty. Our work shows that having such classifying types can be useful, e.g.
when “changing the base” from one slice category E/X to another E/Y
along a map f : Y → X, or along a more general geometric morphism
f ∗ ⊣ f∗ : F → E .

Another application of the constructivity of the model structure is the
computation of homotopy invariants as a result of a constructive proof.
This was only a theoretical possibility until quite recently, when a break-
through by A. Ljungström [Lju22], a student in Stockholm, finally allowed
the computer system Cubical Agda [VMA19] (which is based on the re-
sults just mentioned of Coquand et al.) to compute the value of k ∈ Z from
a proof in homotopy type theory that π4(S3) ∼= Z/kZ, which had been
done by hand 10 years earlier at the IAS by Guillaume Brunerie [Bru13].
Realizability models of type theory based on constructively proven model
structures should also have applications in computational homotopy the-
ory.

One way to verify that our model structure is entirely constructive
would be to formalize the proofs below in a proof assistant such as Agda.
While this could be of interest for the practice of translating model cate-
gory proofs into type theory, in principle one would learn very little that
is not already known, since the model structure given here is in a certain
sense “reverse-engineered” from a computational interpretation of type
theory that has already been fully formalized and verified (namely, that
in [ABC+22]). Although our definitions and proofs do not parallel those
in ibid. in the way that a proper formalization would, the interpretation of
type theory underlying them will be plainly visible to the experts—since
the Quillen model category defined here was already found lurking, as it
were, behind that system.

Let us now make this more explicit as we outline the contents of the
paper (references to the literature occur at the corresponding points of
the main text). After defining the Cartesian cubical sets and establishing
some basic facts about them in Section 1, Section 2 specifies the cofibrations
axiomatically, as a class of monomorphisms classified by a universal one
t : 1 ↣ Φ. This permits using the associated polynomial endofunctor Pt :
cSet → cSet (which is shown to be a monad by the axioms for cofibrations),
to give an algebraic weak factorization system with the cofibrations as
the left maps and the (retracts of) Pt-algebras as the maps on the right,
which we define to be the trivial fibrations. Since the monad is fibered,
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the factorization system is stable under change of base, which we use to
derive the familiar diagonal filling characterization of the trivial fibrations
in algebraic form, and relate this to the uniform filling condition from
type theory. The polynomial monad Pt : cSet → cSet is related to the
type theoretic partiality- or lifting-monad, and generalizes the partial map
classifier from the early days of topos theory.

In Section 3, the fibrations are defined in terms of the cofibrations via
the Joyal-Tierney calculus of pushout-products and pullback-homs. A “bi-
ased” version using the two endpoints δ0, δ1 : 1 ⇒ I is given first, before
specifying the “unbiased” version in terms of the generic point δ : 1 → I∗I
in the slice category cSet/I, namely the diagonal I → I × I. Specifically, a
map f : X → Y in cSet is defined to be an unbiased fibration if its pullback
to cSet/I has the right lifting property against all maps of the form c ⊗I δ
where c : C ↣ Z is a cofibration over I and the pushout-product with δ is
formed in cSet/I.

Z +C (C × I∗I)
��

c⊗I δ
��

// I∗Y

I∗ f
��

Z × I∗I

88

// I∗X

The two weak factorization systems of cofibrations and trivial fibrations,
and trivial cofibrations and fibrations, are assembled formally into a Bar-
ton premodel structure in Section 4, where the weak equivalences are deter-
mined and related to weak homotopy equivalences: maps that induce isomor-
phisms in the homotopy category by precomposition. The 3-for-2 axiom
is reduced to a technical condition dubbed the fibration extension property,
the proof of which is deferred. This concludes Part 1, and attention shifts
to establishing the fibration extension property.

Part 2, consisting of sections 5-8, is essentially a 60 page proof of a
lemma. It seems entirely likely that a more direct proof could be given,
dispatching the entire second part of the paper. Even in that event, how-
ever, the work done in Part 2 would remain worthwhile, for this is where
an implicit construction of a model of (homotopy) type theory occurs: The
Frobenius property in Section 5 establishes the interpretation of Π-types
of fibrations along fibrations, and thus the right properness of the model
structure, by an entirely new diagrammatic argument derived from one
originally given in type theory. In section 6 we construct the classifying
types for fibration structure and use them to give a new construction of
a universal fibration U̇ ↠ U . This is where the tinyness of the interval I
plays an unexpected role, and a related axiom on the cofibrations is dis-
covered.

Sections 7 and 8 make implicit use of the model of type theory emerg-
ing in the background, and contribute new diagrammatic proofs of two
fundamental facts about it. In section 7 an equivalence extension property
is established which is closely related to the univalence of the universal



8 STEVE AWODEY

fibration U̇ ↠ U , and in section 8 that property is used to finally estab-
lish the fibration extension property, which is seen to be equivalent to the
statement that the base object U is fibrant. In sum, then, the missing 3-
for-2 property of the premodel structure from Part 1 is proven in Part 2 by
constructing a fibrant, univalent universe of fibrant objects.

One thing that we learn from the exercise is that one can get quite far in
constructing a model of type theory in a premodel category, without assum-
ing a fibrant universe, its univalence, or even the presence of a universe
at all! Conversely, our results suggest that the presence of a fibrant, uni-
valent universe in such homotopical semantics in a premodel structure is
not just necessary for a full model of univalent type theory, but actually
suffices for a full Quillen model structure. In this sense, a model of HoTT
is equivalent to a Quillen model structure of a certain kind—namely, one
that presents a higher topos.
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1. Cartesian cubical sets

There are many different categories of cubes 2 that can be taken as a
site for homotopy theory [GM03, BM17], and indeed several different ones
have recently been explored in connection with cubical systems of (homo-
topy) type theory, including [BCH14, OP18, CCHM18, ABC+22, CMS20],
to name a few. The model structure developed here is intended to work
with any of these, insofar as they are Cartesian, in the sense that the in-
dexing cubes [n] ∈ 2 are closed under finite products [m]× [n] = [m + n].
Rather than working axiomatically, though, we shall work in the initial
such category, which we call the Cartesian cube category �, defined as the
free finite product category on an interval δ0, δ1 : 1 ⇒ I.

Definition 2. The objects [n] of the Cartesian cube category �, called n-cubes,
are finite sets of the form

[n] = {0, x1, ..., xn, 1} ,

where the x1, ..., xn, are arbitrary but distinct elements, and 0, 1 are further
distinct, distinguished elements. The arrows,

f : [m] → [n] ,

are arbitrary bipointed maps f ′ : [n] → [m] (note the variance!). Thus
B = �op is the category if finite, strictly bipointed sets.

As a Lawvere theory, the arrows f : [m] → [n] in � may also be re-
garded as n-tuples of elements from the set {0, x1, ..., xm, 1}. These can be
generated under composition by faces, degeneracies, permutations, and
diagonals (see [Par15] for further details).

Definition 3. The category cSet of Cartesian cubical sets is the category of
presheaves on the Cartesian cube category �,

cSet = Set�
op

.

It is of course generated by the representable presheaves y[n], to be written

In = y[n]

and called the geometric n-cubes.

Note that the representables In are also closed under finite products,
Im × In = Im+n. We write I for I1 and 1 for I0, which is terminal. We will
need the following basic fact about the cubes In in cSet.

Proposition 4 (Lawvere). The n-cubes In are tiny, in the sense that the endo-
functor X 7→ XIn

is a left adjoint.

(See [Law04] on such “amazing right adjoints”.)

Proof. It clearly suffices to prove the claim for n = 1. For any cubical set
X, the exponential XI is a “shift by one dimension”,

XI(n) ∼= Hom(In, XI) ∼= Hom(In+1, X) ∼= X(n + 1).
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Thus XI is given by precomposition with the “successor” functor � → �
with [n] 7→ [n + 1]. Precomposition always has a right adjoint, which in
this case we shall write as

(−)I ⊣ (−)I

and call XI the Ith-root of X. □

The following is used to calculate the root XI. A similar fact holds for
the generic object in the object classifying topos Set[X] = SetFin and related
categories used in the theory of abstract higher-order syntax [MFT99].

Lemma 5. For the representable functor I = y[1] in cSet, we have II ∼= I + 1.

Proof. For any [n] ∈ 2 we have:

(II)(n) ∼= I(n+ 1) ∼= Hom(I(n+1), I) ∼= 2([n+ 1], [1]) ∼= B([1], [n+ 1]) ∼= n+ 3.

On the other hand,

(I + 1)(n) ∼= I(n) + 1(n) ∼= Hom(In, I) + 1 ∼= B([1], [n]) + 1 ∼= (n + 2) + 1.

The isomorphism is natural in n. □

Corollary 6. For any cubical set X,

XI(n) ∼= Hom(In, XI)

∼= Hom((In)I, X)

∼= Hom((II)n, X)
∼= Hom((I + 1)n, X)

∼= Hom(In + ( n
n−1)I

n−1 + · · ·+ (n
1)I + 1, X)

∼= Xn × X
( n

n−1)

n−1 × · · · × X(n
1)

1 × X0 .

The exponential XI will be called the pathobject of X, and plays a special
role. As we have just seen, it classifies “paths” in X; so the 0-cubes p ∈
(X I)0 in the pathobject correspond to 1-cubes p ∈ X1, the “endpoints” of
which p0, p1 ∈ X0 are given by composing with the evaluation maps

ϵ0, ϵ1 : XI ⇒ X

at the points δ0, δ1 : 1 ⇒ I. More generally, higher cubes c ∈ Xn+1 corre-
spond to maps c : In+1 → X, which are thus paths between the n-cubes
c0, c1 : In → X, corresponding to c0, c1 ∈ Xn. Note that, as a left adjoint,
the pathobject functor X 7→ XI preserves all colimits.

We shall also need the following two facts concerning the interaction of
cubes In, pathobjects XI, and the base change functors associated to a map
f : X → Y in cSet, namely,

f! ⊣ f ∗ ⊣ f∗ : cSet/X −→ cSet/Y .
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Lemma 7. The pushforward functor along any map f : X → Y preserves pathob-
jects; for any object A → X over X, the pathobject of the pushforward f∗A is
(canonically isomorphic over Y to) the pushforward of the pathobject,

( f∗A)I ∼= f∗(AI) .

Proof. This is true for any constant family X∗C = X × C → X with C in
place of I, as the reader can easily verify using the Beck-Chevalley condi-
tion. □

Lemma 8. The pulled-back interval I∗I = I × I → I in cSet/I is also tiny.

Proof. Since the interval I = y[1] is representable, the slice category cSet/I
is also a category of presheaves, namely over the sliced cube category
�/[1] ,

cSet/I = Set�
op

/y[1]
∼= Set(�/[1])

op
.

However, since � does not have all finite limits, the sliced index category
does not have all finite products, and so we cannot simply repeat the proof
from Proposition 4. But as in that proof, we do have a “successor” functor

s[1] : �/[1] → �/[1] ,

resulting from the “predecessor” natural transformation s ⇒ 1� given by
the projection I× X → X. Evaluating s at each object f : [n] → [1] in �/[1],
we obtain a commutative diagram:

s[n] [1]×[n] [n]

s[1] [1]×[1] [1]

s f

∼= pn

f

∼= p1

(1)

We can then set s[1]( f ) = p1 ◦ s f = f ◦ pn. As in the foregoing proof, we
can then calculate the values of the adjoints on presheaves, associated to
s[1],

s[1] ! ⊣ s[1]
∗ : �̂/[1] −→ �̂/[1]

to be, successively,

s[1] !(X) = I∗I × X ,

s[1]
∗(X) = XI∗I .

The first equation follows from the observation that the diagram (1) is a
pullback, and so the object s[1]( f ) : s[n] → [1] of �̂/[1] given by the evident
composite is just I∗I × f , and the diagram itself represents the counit map
(I∗I × f ) → f over I. The second line then follows by adjointness, as does
the fact that we have a further right adjoint, namely, the I∗Ith-root:

s[1]∗(X) =: XI∗I .

□
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2. The cofibration weak factorization system

To build a model structure on the presheaf category of cubical sets,
one can simply take as the cofibrations all of the monomorphisms in cSet;
but for some purposes, it is convenient to know what is actually required
of them (see e.g. Appendix A). Thus, to begin, the following axioms are
assumed.

Definition 9 (Cofibrations). The cofibrations are a class C of monomor-
phisms satisfying the following conditions:

(C0) The map 0 → C is always a cofibration.
(C1) All isomorphisms are cofibrations.
(C2) The composite of two cofibrations is a cofibration.
(C3) Any pullback of a cofibration is a cofibration.

We also require the cofibrations to be classified by a subobject Φ ↪→ Ω of
the standard subobject classifier ⊤ : 1 → Ω of cSet:

(C4) There is a terminal object t : 1 → Φ in the category of cofibrations
and cartesian squares.

Further axioms for cofibrations will be added later as needed: two early in
Section 3, one later in Section 3, and a final one in Section 6 (see Appendix
A for a summary). Cofibrations will be written

c : A ↣ B .

The cofibrant partial map classifier. Consider the polynomial endofunc-
tor Pt : cSet → cSet determined by the cofibration classifier t : 1 ↣ Φ (see
[GK13]). We will write the value of this functor at an object X as

X+ := Φ! t∗(X) = ∑
φ:Φ

X[φ] . (2)

The reader familiar with type theory will recognize the similarity to the
“partiality” or “lifting” monad [Mog91]. When all monos are cofibrations,
so that Φ = Ω, the object X+ agrees with the partial map classifier X̃ from
topos theory [Joh77]. We may therefore regard X+ as the object of cofibrant
partial elements of X, as we now explain.

Since t : 1 ↣ Φ is monic, t∗t∗ ∼= 1, so X+ fits into the pullback square

X

��

// // X+

t∗X
��

1 //
t
// Φ.

(3)

Let η : X ↣ X+ be the indicated top horizontal map; we call this the
cofibrant partial map classifier of X. By a cofibrant partial map (from an object
Z) into X we mean a span (c, x) : Z ↢ C → X with a cofibration on the
left. The object X+ is a classifying type for such cofibrant partial maps, in
that it has the following universal property.
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Proposition 10. Let η : X ↣ X+ be as defined in (3).
(1) The map η : X ↣ X+ is a cofibration.
(2) For any object Z and any partial map (c, x) : Z ↢ C → X, with c :

C ↣ Z a cofibration, there is a unique χ : Z → X+ fitting into a
pullback square as follows.

C
��

c
��

x // X��
η
��

Z
χ
// X+

The map χ : Z → X+ is said to classify the partial map

(c, x) : Z ↢ C → X .

Proof. The map η : X ↣ X+ is a cofibration since it is a pullback of the
universal cofibration t : 1 ↣ Φ. Observe that (η, 1X) : X+ ↢ X → X is
therefore a cofibrant partial map into X. The second statement is just the
universal property of X+ as a polynomial (see [Awo16], prop. 7). □

Proposition 11. The pointed endofunctor ηX : X ↣ X+ has a natural multipli-
cation µX : X++ → X+ making it a monad.

Proof. Since the cofibrations are closed under composition, the monad
structure on X+ follows as in [Awo16], Lemma 5. Explicitly, µX is de-
termined by proposition 10 as the unique map making the following a
pullback diagram.

X��
ηX
��

= // X��

η

��

X+
��

ηX+

��

X++
µ
// X+

□

Relative partial map classifier. For any object X ∈ cSet the pullback func-
tor

X∗ : cSet → cSet/X ,

taking any A to the (say) first projection X × A → X, not only preserves
the subobject classifier Ω, but also the cofibration classifier Φ ↪→ Ω, where
a map in cSet/X is defined to be a cofibration if it is one in cSet (under
the forgetful functor cSet/X → cSet). Thus in cSet/X we can define the
(relative) cofibration classifier to be the map

X∗t : X∗1 −→ X∗Φ over X ,
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which we may also write tX : 1X → ΦX. Like t : 1 → Φ, this map
determines a polynomial endofunctor

+X : cSet/X → cSet/X ,

which commutes (up to natural isomorphism) with + : cSet → cSet and
X∗ : cSet → cSet/X in the expected way, namely:

cSet/X
+X // cSet/X

cSet

X∗

OO

+
// cSet

X∗

OO
(4)

The endofunctor +X is also pointed ηY : Y → Y+ and has a natural monad
multiplication µY : Y++ → Y+, for any Y → X, for the same reason that +
has this structure. Summarizing, we may say:

Proposition 12. The polynomial monad + : cSet → cSet of cofibrant partial
elements is indexed (or fibered) over cSet.

Definition 13. A +-algebra in cSet is an algebra for the pointed endofunc-
tor + : cSet → cSet. Explicitly, a +-algebra is a cubical set A together
with a retraction α : A+ → A of the unit ηA : A → A+. Algebras for
the monad (+, η, µ) will be referred to explicitly as (+, η, µ)-algebras, or
+-monad algebras.

A relative +-algebra in cSet is a map A → X, together with an algebra
structure over the codomain X for the pointed endofunctor

+X : cSet/X −→ cSet/X .

The cofibration weak factorization system. The following proposition
generalizes one in [BG16].

Proposition 14. There is an (algebraic) weak factoriation system on cSet with the
cofibrations as the left class, and as the right class, the maps underlying relative
+-algebras. Thus a right map is one p : A → X for which there is a retract
α : A′ → A over X of the canonical map η : A → A′,

A

p
  

η
//

=

��

A′ α //

p+

��

A

p
~~

X.

(Note that the domain of p+ : A′ → X is not A+, unless of course
X = 1.)
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Proof. The factorization of a map f : Y → X is given by applying the
relative +-functor over the codomain,

Y

f   

//
η f
// Y′

f+

��

X.

We know by proposition 10 that the unit η f is always a cofibration, and
since f+ is the free algebra for the relative +-monad, it is in particular a
+-algebra.

For the lifting condition, consider a cofibration c : B ↣ C, and a right
map p : A → X with +-algebra structure map α : A′ → A over X, and a
commutative square as indicated below.

B��

c

��

a // A

p

��

η
  

A′

αqq

p+~~

C x
// X

Thus in the slice category over X, we have

B��
c
��

a // A
η

��

C
d

>>

A+

α

ff

and we seek a diagonal filler d as indicated. (Note that we are writing
A+ for the map p+ : A′ → A regarded as an object over X, and similarly
C for x : C → X and B for xc : B → X and A for p : A → X.) Since
(c, a) : B ↢ C → A is a cofibrant partial map into A, by the universal
property of η : A ↣ A+ (Proposition 10) there is a unique classifying map
φ : C → A+ (over X) making a pullback square,

B��
c
��

a // A
η

��

C
φ
// A+.

α

ff

We can set d := α ◦ φ : C → A to obtain the required diagonal filler, since
dc = αφc = αηa = a, because α is a retract of η.

The closure of the cofibrations under retracts follows from their clas-
sification by a universal object t : 1 ↣ Φ, and the closure of the right
maps under retracts follows from their being the algebras for a pointed
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endofunctor underlying a monad (cf. [Rie14]). Algebraicity of this weak
factorization system is immediate, since + is a monad. □

Summarizing, we have an algebraic weak factorization system (C, C⋔)
on the category cSet of cubical sets, where:

C = the cofibrations

C⋔ = the maps underlying relative +-algebras

We shall call this the cofibration weak factorization system. The right maps
will be called trivial fibrations, and the class of all such denoted

TFib = C⋔ .

The cofibration algebraic weak factorization system is a generalization
of one defined in [BG16] and mentioned in [GS17].

Uniform filling structure. It will be useful to relate relative +-algebra
structure to the more familiar diagonal filling condition of cofibrantly
generated weak factorization systems, and specifically the special ones
occuring in [CCHM18] under the name uniform filling structure (this no-
tion is also closely related to that of an algebraic weak factorization system,
cf. [Gar09, Rie11]).

Consider a generating subset of cofibrations consisting of those with
representable codomain c : C ↣ In, and call these the basic cofibrations.

BCof = {c : C ↣ In | c ∈ C, n ≥ 0}. (5)

Proposition 15. For any object X in cSet the following are equivalent:

(1) X admits a +-algebra structure: a retraction α : X+ → X of the unit
η : X → X+.

(2) X → 1 is a trivial fibration: it has the right lifting property with respect
to all cofibrations,

C ⋔ X.

(3) X admits a uniform filling structure: for each basic cofibration c : C ↣
In and map x : C → X there is given an extension j(c, x),

C
��

c
��

x // X,

In
j(c,x)

>>
(6)

and the choice is uniform in In in the following sense.
Given any cubical map u : Im → In, the pullback u∗c : u∗C ↣ Im,

which is again a basic cofibration, fits into a commutative diagram of the
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form

u∗C
��

u∗c
��

c∗u // C
��

c
��

x // X.

Im
u

// In
j(c,x)

>> (7)

For the pair (u∗c, x ◦ c∗u) in (7), the chosen extension j(u∗c, x ◦ c∗u) :
Im → X, is required to be equal to j(c, x) ◦ u,

j(u∗c, x ◦ c∗u) = j(c, x) ◦ u. (8)

Proof. Let (X, α) be a +-algebra and suppose given the span (c, x) as below,
with c a cofibration.

C
��

c
��

x // X

Z

Let χ(c, x) : Z → X+ be the classifying map of the cofibrant partial map
(c, x) : Z ↢ C → X, so that we have a pullback square as follows.

C
��

c
��

x // X

η
��

Z
χ(c,x)

// X+

(9)

Then set
j = α ◦ χ(c, x) : Z → X (10)

to get a filler,

C
��

c
��

x // X

η
��

Z
j

88

χ(c,x)
// X+

α

ff (11)

since
j ◦ c = α ◦ χ(c, x) ◦ c = α ◦ η ◦ x = x.

Thus (1) implies (2). To see that it also implies (3), observe that in the case
where Z = In and we specify, in (10), that

j(c, x) = α ◦ χ(c, x) : In → X, (12)

then the assignment is natural in In. Indeed, given any u : Im → In, we
have

j(c′, xu′) = α ◦ χ(c′, xu′) = α ◦ χ(c, x) ◦ u = j(c, x)u, (13)

by the uniqueness of the classifying maps.
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It is clear that (2) implies (1), since if C ⋔ X then we can take as an
algebra structure α : X+ → X any filler for the universal span

X��
η
��

= // X.

X+

α

==

To see that (3) implies (1), suppose that X has a uniform filling structure
j and we want to define an algebra structure α : X+ → X. By Yoneda, for
every y : In → X+ we need a map α(y) : In → X, naturally in In, in the
sense that for any u : Im → In, we have

α(yu) = α(y)u. (14)

Moreover, to ensure that αη = 1X, for any x : In → X we must have
α(η ◦ x) = x. So take y : In → X+ and let

α(y) = j(y∗η, y′),

as indicated on the right below.

u∗C
��

u∗y∗η
��

u′
// C
��

y∗η
��

y′
// X.

η
��

Im
u
// In

j(y∗η,y′)

88

y
// X+

(15)

Then for any u : Im → In, we indeed have

α(yu) = j
(
(yu)∗η, y′u′) = j(y∗η, y′) ◦ u = α(y)u,

by the uniformity of j. Finally, if y = η ◦ x for some x : In → X then

α(ηx) = j
(
(ηx)∗η, (ηx)′

)
= j(1X, x) = x,

because the defining diagram for α(ηx), i.e. the one on the right in (15),
then factors as

In
��

=
��

x // X��
=
��

= // X,

η
��

In
x
// X

η
// X+

(16)

and the only possible extension j(1X, x) for the span (1In , x) is x itself. □

Remark 16. Observe that the uniformilty condition (3) can be extended to
the class of all cofibrations, in the form:
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4. X admits a (large) uniform filling structure: for each cofibration c :
C ↣ Z and map x : C → X there is given an extension j(c, x),

C
��

c
��

x // X,

Z
j(c,x)

??
(17)

and the choice is uniform in Z in the following sense: Given any
map u : Y → Z, the pullback u∗c : u∗C ↣ Y, which is again a
cofibration, fits into a commutative diagram of the form

u∗C
��

u∗c
��

c∗u // C
��

c
��

x // X.

Y u
// z

j(c,x)

>> (18)

For the pair (u∗c, x ◦ c∗u) in (18), the chosen extension j(u∗c, x ◦
c∗u) : Im → X, is required to be equal to j(c, x) ◦ u,

j(u∗c, x ◦ c∗u) = j(c, x) ◦ u. (19)

Indeed, the proof that (1) implies (2) and (3) works just as well to infer (4),
which in turn implies (2) and (3) as special cases.

The relative version of the foregoing is entirely analogous, since the +-
functor is fibered over cSet in the sense of diagram (4). We can therefore
omit the entirely analogous proof of the following.

Proposition 17. For any map f : Y → X in cSet the following are equivalent:
(1) f : Y → X admits a relative +-algebra structure over X, i.e. there is a

retraction α : Y′ → Y over X of the unit η : Y → Y′, where f+ : Y′ → X
is the result of the relative +-functor applied to f , as in definition 13.

(2) f : Y → X is a trivial fibration,

C ⋔ f .

(3) f : Y → X admits a (small) uniform filling structure: for each basic
cofibration c : C ↣ In and maps x : C → X and y : In → Y making the
square below commute, there is given a diagonal filler j(c, x, y),

C
��

c
��

x // X

f
��

In
j(c,x,y)

88

y
// Y,

(20)

and the choice is uniform in In in the following sense: given any cubical
map u : Im → In, the pullback u∗c : u∗C ↣ Im is again a basic cofibration
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and fits into a commutative diagram of the form

u∗C
��

u∗c
��

c∗u // C
��

c
��

x // X

f
��

Im
u

// In
j(c,x,y)

88

y
// Y.

(21)

For the evident triple (u∗c, x ◦ c∗u, y ◦ u) in (21) the chosen diagonal
filler

j(u∗c, x ◦ c∗u, y ◦ u) : Im → X

is equal to j(c, x, y) ◦ u,

j(u∗c, x ◦ c∗u, y ◦ u) = j(c, x, y) ◦ u. (22)

And again, a large version of (3) with arbitrary cofibrations c : C ↣ Z is again
equivalent to (1)-(3).

We next collect some basic facts about trivial fibrations that will be
needed later: they have sections, they are closed under composition and
retracts, and they are closed under pullback and pushforward along all
maps.

Corollary 18. (1) Every trivial fibration A → X has a section s : X → A.
(2) If a : A → X is a trivial fibration and b : B → A is a trivial fibration,

then a ◦ b : B → X is a trivial fibration.
(3) If a : A → X is a trivial fibration and a′ : A′ → X′ is a retract of a in

the arrow category, then a′ is a trivial fibration.
(4) For any map f : X → Y and any trivial fibration B → Y, the pullback

f ∗B → X is a trivial fibration.
(5) For any map f : X → Y and any trivial fibration A → X, the pushfor-

ward f∗A → Y is a trivial fibration.

Proof. (1) holds because all objects are cofibrant by (C0). (5) is a conse-
quence of (C3), stability of cofibrations under pullback, by a standard ar-
gument using the adjunction f ∗ ⊣ f∗. The rest hold for the right maps in
any weak factorization system. □

Remark 19. The structured notion of trivial fibration, vis. relative +-algebra,
can also be shown algebraically (i.e. not using Proposition 17) to be closed
under composition and retracts and preserved by pullback and pushfor-
ward. We do just the case of pushforward as an example. Thus consider
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the following situation with A → X a +-algebra with structure α, as indi-
cated.

A

ηA ��

��

f∗A

η f∗A ##

��

A+

~~

α
nn

( f∗A)+

zz

βnn

X
f

// Y ,

(23)

A +-algebra structure for f∗A → Y would be a retract β : ( f∗A)+ → f∗A
of η f∗A : f∗A → ( f∗A)+ over Y, which corresponds under f ∗ ⊣ f∗ to a map
β̃ : f ∗(( f∗A)+) → A over X with

β̃ ◦ f ∗η f∗A = ϵA

as indicated below.

f ∗ f∗A

ϵA

$$

f ∗η f∗A

// f ∗(( f∗A)+)

β̃

��

A
ηA

// A+.

α

zz

(24)

But since pullback f ∗ commutes with +, there is a canonical iso c : f ∗(( f∗A)+) ∼=
( f ∗ f∗A)+ with c ◦ f ∗η f∗A = η f ∗ f∗A. So we can set β̃ := α ◦ (ϵA)

+ ◦ c.

f ∗ f∗A

ϵA

$$

f ∗η f∗A

//

η f ∗ f∗A

**

f ∗(( f∗A)+)

β̃

��

∼
c
// ( f ∗ f∗A)+

(ϵA)
+

��

A
ηA

// A+

α

yy

(25)

3. The fibration weak factorization system

We now specify a second weak factorization system, with a restricted
class of “trivial” cofibrations on the left, and an expanded class of right
maps, the fibrations. As explained in the introduction, we first recall from
[GS17] what we shall call the “biased” notion of fibration, before giving the
“unbiased” one appropriate to our more general setting. The two versions
are equivalent in the presence of connections

∨,∧ : I × I −→ I
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on the cubes, which are used in [Sat17] to determine a model structure
with biased fibrations. In [AGH21] it is shown that the biased fibrations of
op.cit. agree with those specified in the “logical style” of [CCHM18, OP18].
Note that we do not assume connections in the category 2 of Cartesian
cubical sets.

Partial box filling (biased version). The generating biased trivial cofibrations
are all maps of the form

c ⊗ δϵ : D ↣ Z × I , (26)

where:

(1) c : C ↣ Z is an arbitrary cofibration,
(2) δϵ : 1 → I is one of the two endpoint inclusions, for ϵ = 0, 1.
(3) c ⊗ δϵ is the pushout-product indicated in the following diagram.

C × 1

C×1
��

C×δϵ // C × I

��
c×I

��

Z × 1

Z×δϵ
11

// Z +C (C × I)

c⊗ δϵ &&

Z × I

(27)

(4) D = Z +C (C × I) is the indicated domain of the map c ⊗ δϵ.

In order to ensure that such maps are indeed cofibrations, we assume
two further axioms in addition to (C1)–(C4) from Definition 9:

(C5) The endpoint inclusions δϵ : 1 → I are cofibrations, for ϵ = 0, 1.
(C6) The cofibrations are closed under joins A ∨ B ↣ C of subobjects

A, B ↣ C of any object C.

Remark 20. Note that since δ0 : 1 → I and δ1 : 1 → I are disjoint, by
(C5) and stability under pullbacks we have that 0 → 1 is a cofibration, so
by stability again 0 → A is always a cofibration. Thus (C0) is no longer
required. From (C6) it follows that cofibrations are closed under pushout-
products a ⊗ b in the arrow category. It also then follows from (C5) that
the boundary ∂ : 1 + 1 → I is a cofibration.

Fibrations (biased version). Now let

C ⊗ δϵ = {c ⊗ δϵ : D ↣ Z × I | c ∈ C, ϵ = 0, 1}

be the class of all generating biased trivial cofibrations. The biased fibrations
are defined to be the right class of these maps,

(C ⊗ δϵ)
⋔ = F .
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Thus a map f : Y → X is a biased fibration just if for every commutative
square of the form

Z +C (C × I)
��

c⊗ δϵ

��

// Y

f
��

Z × I
j

99

// X

(28)

with a generating biased trivial cofibration on the left, there is a diagonal
filler j as indicated.

To relate this notion of fibration to the cofibration weak factorization
system, fix any map u : A → B, and recall (e.g. from [JT08, Rie14]) that the
pushout-product with u is a functor on the arrow category

(−)⊗ u : cSet2 → cSet2 .

This functor has a right adjoint, the pullback-hom, which for a map f : X →
Y we shall write as

(u ⇒ f ) : YB −→ (XB ×XA YA) .

The pullback-hom is determined as indicated in the following diagram.

YB

f B

))

u⇒ f

%%

Yu

  

XB ×XA YA

��

// YA

f A

��

XB
Xu

// XA

(29)

The ⊗ ⊣ ⇒ adjunction on the arrow category has the following useful
relation to weak factorization systems (cf. [GS17, Rie14, JT08]), where, as
usual, for any maps a : A → B and f : X → Y we write

a ⋔ f

to mean that for every solid square of the form

A

a
��

// X

f
��

B
j

??

// Y

(30)

there exists a diagonal filler j as indicated.

Lemma 21. For any maps a : A0 → A1, b : B0 → B1, c : C0 → C1 in cSet,

(a ⊗ b) ⋔ c iff a ⋔ (b ⇒ c) .

The following is now a direct corollary.
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Proposition 22. An object X is fibrant if and only if both of the endpoint pro-
jections XI → X from the pathspace are trivial fibrations. More generally, a map
f : Y → X is a fibration iff both of the maps

(δϵ ⇒ f ) : Y I → X I ×X Y

are trivial fibrations (for ϵ = 0, 1).

Fibration structure (biased version). The ⊗ ⊣ ⇒ adjunction determines
the fibrations in terms of the trivial fibrations, which in turn can be de-
termined by uniform lifting against a small category consisting of basic cofi-
brations and pullback squares between them, by proposition 17. The fi-
brations are similarly determined by uniform lifting against the small cat-
egory of basic, biased trivial cofibrations, consisting of all those c ⊗ δϵ in
C ⊗ δϵ where c : C ↣ In is a basic cofibration, i.e. one with representable
codomain. Thus the set of basic biased trivial cofibrations is

BCof ⊗ δϵ = {c ⊗ δϵ : B ↣ In+1 | c : C ↣ In, ϵ = 0, 1, n ≥ 0}, (31)

where the pushout-product c ⊗ δϵ now takes the simpler form

C
��

��

// C × I

��

��

In

11

// In +C (C × I)
&&

c⊗ δϵ &&

In × I

(32)

for a basic cofibration c : C ↣ In, an endpoint δϵ : 1 → I, and with domain
B =

(
In +C (C × I)

)
. These subobjects B ↣ In+1 can be seen geometrically

as generalized open box inclusions.
For any map f : Y → X a uniform, biased fibration structure on f is a

choice of diagonal fillers jϵ(c, x, y),

In +C (C × I)

c⊗ δϵ

��

x // X

f
��

In × I
jϵ(c,x,y)

66

y
// Y,

(33)

for each basic biased trivial cofibration c ⊗ δϵ : B = (In +C (C × I)) ↣ In+1

and maps x : B → X and y : In+1 → Y, which is uniform in In in the
following sense: Given any cubical map u : Im → In, the pullback u∗c :
u∗C ↣ Im of c : C ↣ In along u determines another basic biased trivial
cofibration

u∗c ⊗ δϵ : B′ = (Im +u∗C (u∗C × I)) ↣ Im+1,
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which fits into a commutative diagram of the form

Im +u∗C (u∗C × I)

u∗c⊗ δϵ

��

(u×I)′
// In +C (C × I)

c⊗ δϵ

��

x // X

f
��

Im × I
u×I

// In × I
jϵ(c,x,y)

99

y
// Y,

(34)

by applying the functor (−)⊗ δϵ to the pullback square relating u∗c to c.
For the outer rectangle in (34) there is then a chosen diagonal filler

jϵ(u∗c, x ◦ (u × I)′, y ◦ (u × I)) : Im × I → X ,

and for this map we require that

jϵ(u∗c, x ◦ (u × I)′, y ◦ (u × I)) = jϵ(c, x, y) ◦ (u × I). (35)

This can be seen to be a reformulation of the logical specification given in
[CCHM18] (see [AGH21]).

Definition 23. A uniform, biased fibration structure on a map f : Y → X is a
choice of fillers jϵ(c, x, y) as in (33) satisfying (35) for all maps u : Im → In.

Finally, we have the analogue of proposition 15 for fibrant objects. The
analogous statement of proposition 17 for fibrations is omitted, as is the
entirely analogous proof.

Corollary 24. For any object X in cSet the following are equivalent:
(1) X is biased fibrant, in the sense that every map D → X from the domain

of a generating biased trivial cofibration D ↣ Z× I extends to a total map
Z × I → X,

C ⊗ δϵ ⋔ X .
(2) The canonical maps (δϵ ⇒ X) : X I → X are trivial fibrations.
(3) X → 1 admits a uniform biased fibration structure. Explicitly, for

each basic biased trivial cofibration c ⊗ δϵ : B ↣ In+1 and map x : B →
X, there is given an extension jϵ(c, x),

B��
c⊗δϵ

��

x // X,

In+1
jϵ(c,x)

==
(36)

and, moreover, the choice is uniform in In in the following sense: Given
any cubical map u : Im → In, the pullback u∗c ⊗ δϵ : B′ ↣ Im × I fits
into a commutative diagram of the form

B′
��

u∗c⊗δϵ

��

(u×I)′
// B��

c⊗δϵ

��

x // X.

Im × I
u×I

// In × I
j(c,x)

<< (37)
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For the pair (u∗c ⊗ δϵ, x ◦ (u × I)′) in (37) the chosen extension

j(u∗c ⊗ δϵ, x ◦ (u × I)′) : Im × I → X

is equal to j(c, x) ◦ (u × I),

j(u∗c ⊗ δϵ, x ◦ (u × I)′) = j(c, x)(u × I). (38)

Partial box filling (unbiased version). Rather than building a weak fac-
torization system based on the foregoing notion of biased fibration (as is
done in [GS17]), we shall first eliminate the “bias” with respect to the end-
points δϵ : 1 → I, for ϵ = 0, 1. This will have the effect of adding more
trivial cofibrations, and thus more weak equivalences, to our model struc-
ture. Consider first the simple path-lifting condition for a map f : Y → X,
which is a special case of (28) with c = ! : 0 ↣ 1, so that ! ⊗ δϵ = δϵ.

1��
δϵ
��

// Y

f
��

I
jϵ

??

// X

In topological spaces, for instance, rather than requiring lifts jϵ for each
of the endpoints ϵ = 0, 1 of the real interval I = [0, 1], one could equiva-
lently require there to be a lift ji for each point i : 1 → I. Such “unbiased
path-lifting” can be formulated in cSet by introducing a “generic point”
δ : 1 → I by passing to cSet/I via the pullback functor I∗ : cSet → cSet/I,
and then requiring path-lifting for I∗ f with respect to δ : I → I × I, re-
garded as a map δ : 1 → I∗I in cSet/I. We shall therefore define f to be
an unbiased fibration just if I∗ f is a δ-biased fibration for the generic point
δ. The following specification implements that idea, while also adding
cofibrant partiality, as in the biased case.

We first replace axiom (C5) with the following stronger assumption.
(C7) The diagonal map δ : I → I × I of the interval I is a cofibration.
The unbiased notion of a fibration for cSet is now as follows.

Definition 25 (unbiased fibration). Let δ : I → I × I be the diagonal map.
(1) An object X is unbiased fibrant if the map

(δ ⇒X) = ⟨eval, p2⟩ : XI × I → X × I

is a trivial fibration.
(2) A map f : Y → X is an unbiased fibration if the map

(δ ⇒ f ) = ⟨ f I × I, ⟨eval, p2⟩⟩ : YI × I → (XI × I)×(X×I) (Y × I)

is a trivial fibration.

Let us (temporarily) write I = I∗I for the pulled-back interval in the slice
category cSet/I, so that the generic point is written δ : 1 → I. Condition
(1) above (which of course is a special case of (2)) then says that evaluation
at the generic point δ : 1 → I, the map (I∗X)δ : (I∗X)I → I∗X, constructed
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in the slice category cSet/I, is a trivial fibration. Condition (2) says that
the pullback-hom of the generic point δ : 1 → I with I∗ f , constructed in
the slice category cSet/I, is a trivial fibration. Thus a map f : Y → X
is an unbiased fibration just if its base change I∗ f is a δ-biased fibration in
the slice category cSet/I. The latter condition can also be reformulated as
follows.

Proposition 26. A map f : Y → X is an unbiased fibration if and only if the
canonical map u to the pullback, in the following diagram in cSet, is a trivial
fibration.

YI × I eval

##

f I×I

%%

u
$$

Yeval

��

// Y

f
��

XI × I
eval

// X.

(39)

Proof. We interpolate another pullback into the rectangle in (39) to obtain

Yeval

��

// Y × I

��

// Y

f
��

XI × I // X × I // X

(40)

with the evident maps. The left hand square is therefore a pullback, so we
indeed have that

Yeval
∼= (XI × I)×(X×I) (Y × I) ∼= (XI × I)×X Y

and u = (δ ⇒ f ). □

As a special case, we have:

Corollary 27. An object X is unbiased fibrant if and only if the canonical map u
to the pullback, in the following diagram in cSet, is a trivial fibration.

XI × I eval

##

p2

((

u
$$

I × X

��

// X

��

I // 1.

(41)

Now we can run the proof of Proposition 22 backwards in order to
determine a class of generating trivial cofibrations for the unbiased case.



28 STEVE AWODEY

Consider pairs of maps c : C ↣ Z and i : Z → I, where the former is a
cofibration and the latter is regarded as an “I-indexing”, so that

C

��

// c // Z

i
��

I

is regarded as an “I-indexed family of cofibrations ci : Ci ↣ Zi”. We shall
use the notation

⟨i⟩ := ⟨1Z, i⟩ : Z −→ Z × I , (42)
for the graph of the indexing map i : Z → I. Then write

c ⊗iδ := [⟨i⟩, c × I] : Z +C (C × I) −→ Z × I ,

which is easily seen to be well-defined on the indicated pushout below.

C
��

c
��

⟨ic⟩
// C × I

��

c×I

��

Z

⟨i⟩
11

// Z +C (C × I)

c⊗iδ &&

Z × I .

(43)

Remark 28. The specification (43) differs from the similar (27) by using the
graph ⟨i⟩ : Z ↣ Z × I for the inclusion of Z into the cylinder over Z, rather
than one of the two “ends”,

⟨1Z, δϵ!⟩ : Z ∼= Z × 1 Z×δϵ−→ Z × I (44)

arising from the endpoint inclusions δϵ : 1 → I, for ϵ = 0, 1. As an arrow
over I, the graph ⟨i⟩ : Z → Z × I also takes the form (44), namely

⟨i⟩ = ⟨1Z, δ!⟩ : Z → Z × I .

If we also regard c : C → Z as an arrow over I via i : Z → I, and use
the generic point δ : 1 → I over I in place of δϵ : 1 → I, then (43) agrees
with (27), up to those changes. Thus the indicated map c ⊗i δ in (43) is
the pushout-product constructed over I of the generic point δ with the map c
regarded as an I-indexed family of cofibrations via the indexing i : Z → I.

Observe that for any map i : Z → I, the graph ⟨i⟩ = ⟨1Z, i⟩ : Z → Z × I
is a cofibration, since it is a pullback of the diagonal of I along i × I. The
subobject

c ⊗iδ ↣ Z × I
constructed in (43) is therefore a cofibration, since it is the join in the lattice
Sub(Z × I) of the cofibrant subobjects ⟨i⟩ ↣ Z × I and C × I ↣ Z × I,
where the latter is the “cylinder over C ↣ Z”.
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Definition 29. The maps of the form c ⊗i δ : Z +C (C × I) ↣ Z × I now
form the class of generating unbiased trivial cofibrations,

C ⊗ δ = {c ⊗i δ : D ↣ Z × I | c : C ↣ Z, i : Z → I} . (45)

We can then show that the unbiased fibrations are exactly the right class
of these maps,

(C ⊗ δ)⋔ = F .

Proposition 30. A map f : Y → X is an unbiased fibration iff for every pair
of maps c : C ↣ Z and i : Z → I, where the former is a cofibration, every
commutative square of the following form has a diagonal filler, as indicated in the
following.

Z +C (C × I)
��

c⊗i δ
��

// Y

f
��

Z × I
j

99

// X.

(46)

Proof. Suppose that for all c : C ↣ Z and i : Z → I, we have (c ⊗i δ) ⋔ f in
cSet. Pulling f back over I, this is equivalent to the condition c ⊗ δ ⋔ I∗ f
in cSet/I, for all cofibrations c : C ↣ Z over I, which is equivalent to
c ⋔ (δ ⇒ I∗ f ) in cSet/I for all cofibrations c : C ↣ Z. But this in turn
means that δ ⇒ I∗ f is a trivial fibration, which by definition means that f
is an unbiased fibration. □

Remark 31. Note that the endpoints δϵ : 1 → I, in particular, are of the
form c ⊗i δ by taking Z = 1 and i = δϵ and c = ! : 0 → 1, so that the
case of biased filling is subsumed. Moreover, for any i : Z → I the graph
⟨i⟩ : Z ↣ Z × I is itself of the form 0 ⊗iδ for the cofibration 0 ↣ Z, so the
graph of any “I-indexing” map i : Z → I is also a trivial cofibration.

The following sanity check will be needed later.

Proposition 32. Let f : F ↠ X be an unbiased fibration in cSet. Then for the
endpoints δ0, δ1 : 1 → I, the associated pullback-homs,

δϵ ⇒ f : FI → XI ×X F (ϵ = 0, 1) (47)

are also trivial fibrations. Thus unbiased fibrations are also δϵ-biased fibrations,
for ϵ = 0, 1.

Proof. This follows from Remark 31 and the ⊗ ⊣ ⇒ adjunction, but we
give a different proof. Consider the case X = 1, the general one f : F → X
being analogous. Thus let F be an unbiased fibrant object in cSet. So by
definition (I∗F)δ : (I∗F)I −→ I∗F in cSet/I is a trivial fibration. Pulling
back δ : 1 → I in cSet/I along the base change δϵ : 1 → I takes it to
δϵ : 1 → I in cSet, by the universal property of the generic point δ : 1 → I;
that is δ∗ϵ (δ) = δϵ : 1 → I. So (I∗F)δ : (I∗F)I −→ I∗F is taken by δ∗ϵ to

δ∗ϵ
(
(I∗F)δ

)
= (δ∗ϵ I∗F)δ∗ϵ δ = Fδϵ : FI −→ F ,
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as shown in the following.

FI

Fδϵ

��

// (I∗F)I

(I∗F)δ

��

F

��

// I∗F

��

// F

��

1
δϵ

// I // 1

(48)

And pullback preserves trivial fibrations. □

Unbiased fibration structure. As in the biased case, the fibrations can be
determined by uniform right-lifting against a small category of unbiased
trivial cofibrations, now consisting of all those c ⊗i δ in C ⊗ δ for which
c : C ↣ In is basic, i.e. has representable codomain. Call these maps the
basic unbiased trivial cofibrations, and let

BCof ⊗ δ = {c ⊗i δ : B ↣ In+1 | c : C ↣ In, i : In → I, n ≥ 0} , (49)

where the pushout-product c ⊗i δ now has the form

C
��

c
��

⟨ic⟩
// C × I

��
c×I

��

In

⟨i⟩
11

// In +C (C × I)

c⊗iδ &&

In × I

(50)

for a basic cofibration c : C ↣ In and an indexing map i : In → I, and
with domain B =

(
In +C (C × I)

)
. These subobjects B ↣ In+1 can again

be seen geometrically as “generalized open box inclusions", but now the
floor and lid of the open box are generalized to the graph of an arbitrary
map i : In → I.

For any map f : Y → X a uniform, unbiased fibration structure on f is
then a choice of diagonal fillers j(c, i, x, y),

B��
c⊗iδ

��

x // X

f
��

In × I
j(c,i,x,y)

77

y
// Y,

(51)

for each basic trivial cofibration c ⊗i δ : B ↣ In+1, which is uniform in In

in the following sense: Given any cubical map u : Im → In, the pullback
u∗c : u∗C ↣ Im and the reindexing iu : Im → In → I determine another
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basic trivial cofibration u∗c ⊗iu δ : B′ = (Im +u∗C (u∗C × I)) ↣ Im+1, which
fits into a commutative diagram of the form

B′

u∗c⊗iuδ
��

(u×I)′
// B

c⊗iδ
��

x // X

f
��

Im × I
u×I

// In × I
j(c,i,x,y)

77

y
// Y.

(52)

For the outer rectangle in (52) there is a chosen diagonal filler

j(u∗c, iu, x(u × I)′, y(u × I)) : Im × I → X,
and for this map we require that

j(u∗c, iu, x(u × I)′, y(u × I)) = j(c, i, x, y) ◦ (u × I). (53)

Definition 33. A uniform, unbiased fibration structure on a map

f : Y → X

is a choice of fillers j(c, i, x, y) as in (51) satisfying (53) for all cubical maps
u : Im → In.

In these terms, we have the following analogue of corollary 24.

Proposition 34. For any object X in cSet the following are equivalent:
(1) X is an unbiased fibrant object in the sense of Definition 25: the canonical

map δ ⇒ X : XI × I → X × I is a trivial fibration.
(2) X has the right lifting property with respect to all generating unbiased

trivial cofibrations,
(C ⊗ δ) ⋔ X.

(3) X has a uniform, unbiased fibration structure in the sense of Definition
33.

Proof. The equivalence between (1) and (2) is proposition 30. So assume
(1). Then in cSet/I, the evaluation at δ : 1 → I,

(I∗X)δ : (I∗X)I −→ X

is a trivial fibration. By Proposition 17 it therefore has a uniform filling
structure with respect to all basic cofibrations c : C ↣ In over I. Transpos-
ing by the ⊗ ⊣⇒ adjunction and unwinding then gives exactly a uniform
fibration structure on X. □

A statement analogous to the foregoing also holds for maps f : Y → X
in place of objects X. Indeed, as before, we have the following sharper
formulation.

Corollary 35. Uniform, unbiased fibration structures on a map f : Y → X
correspond uniquely to relative +-algebra structures on the map (δ ⇒ f ) (cf.
definition 25),

(δ ⇒ f ) : Y I × I −→ (X I × I)×(X×I) (Y × I) .
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Factorization.

Definition 36. Summarizing the foregoing definitions, we have the follow-
ing classes of maps:

• The generating unbiased trivial cofibrations were determined in (45)
as

C ⊗ δ = {c ⊗i δ : D ↣ Z × I | c : C ↣ Z, i : Z → I} , (54)

where D =
(
Z +C (C × I)

)
and the pushout-product c ⊗i δ has the

form

C
��

c
��

⟨ic⟩
// C × I

��
c×I

��

Z

⟨ic⟩
11

// Z +C (C × I)

c⊗iδ &&

Z × I

(55)

for any cofibration c : C ↣ Z and indexing map i : Z → I.
• The class F of unbiased fibrations, which can be characterized as the

right-lifting class of the generating unbiased trivial cofibrations,

(C ⊗ δ)⋔ = F .

• The class of unbiased trivial cofibrations is then defined to be left-
lifting class of the fibrations,

TCof = ⋔F .

It follows that the classes TCof and F are closed under retracts and are
mutually weakly orthogonal, TCof ⋔ F . Thus in order to have a weak
factorization system (TCof,F ) it just remains to show the following.

Lemma 37. Every map f : X → Y in cSet can be factored as f = p ◦ i,

X

f
  

// i // X′

p
����

Y

(56)

with i : X ↣ X′ an unbiased trivial cofibration and p : X′ ↠ Y an unbiased
fibration.

Proof. We can use a standard argument (the “algebraic small object argu-
ment”, cf. [Gar09, Rie11]), which can be further simplified using the fact
that the codomains of the basic trivial cofibrations c ⊗i δ : B ↣ In+1 are
not just representable, but tiny in the sense of Proposition 4, and the do-
mains are not merely “small”, but finitely presented. The reader is referred
to [Awo18] for details in a similar case. □
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Remark 38. The proof in ibid. actually produces a stronger result than we
need, namely an algebraic weak factorization system. This follows from the
small generating category BCof ⊗ δ of basic unbiased trivial cofibrations
(and pullback squares of the form on the left in (52)). The relationship
between this stronger condition and the classifying types used in Section
6 is studied in [Swa18], which also gives an even more “constructive”
proof of the factorization Lemma 37, not requiring quotients, exactness, or
impredicativity. With this modification, the present approach can also be
used in a quasitopos, as occurs in e.g. realizability and sheaves.

Proposition 39. There is a weak factorization system on the category cSet in
which the right maps are the unbiased fibrations and the left maps are the unbi-
ased trivial cofibrations, both as specified in definition 36. This will be called the
(unbiased) fibration weak factorization system.

Hereafter, unless otherwise stated, all fibrations in cSet are assumed to
be unbiased.

4. The weak equivalences

Our approach to proving that the classes C and F of cofibrations and
fibrations, from Sections 2 and 3, determine a model structure will be to
first identify a premodel structure in the sense of [Bar19], and then turn to
the question of the 3-for-2 property for the resulting weak equivalences.

Definition 40 (Weak equivalence). A map f : X → Y in cSet is a weak
equivalence if it can be factored as f = g ◦ h,

X

f   

h // W

g
��

Y

with h ⋔ F and C ⋔ g. Accordingly, let

W = TFib ◦ TCof
= { f : X → Y | f = g ◦ h for some g ∈ TFib and h ∈ TCof}

be the class of weak equivalences.

Observe first that every trivial fibration f ∈ TFib = C⋔ is indeed a
fibration, because the generating trivial cofibrations c ⊗i δ are cofibrations.
Moreover, every trivial fibration f : X → Y is also a weak equivalence
f = f ◦ 1X, since the identity map 1X is (trivially) a trivial cofibration
TCof = ⋔F . Thus we have

TFib ⊆ (F ∩W).

Similarly, because TFib ⊆ F , we have TCof ⊆ C. Moreover, since identity
maps are also trivial fibrations we have TCof ⊆ TFib ◦ TCof = W . Thus
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we also have
TCof ⊆ (C ∩W).

Lemma 41. (C ∩W) ⊆ TCof.

Proof. Let c : A ↣ B be a cofibration with a factorization

c = t f ◦ tc : A → W → B

where tc ∈ TCof and t f ∈ TFib. Let f : X ↠ Y be a fibration and consider
a commutative diagram,

A��
c
��

x // X

f
����

B y
// Y.

Inserting the factorization of c, from tc ⋔ f we obtain j : W → X as
indicated, with j ◦ tc = x and f ◦ j = y ◦ t f .

A��

c

��

tc   

x // X

f

����

W
t f

~~

j

>>

B y
// Y.

Moreover, since c ⋔ t f there is an i : B → W as indicated, with i ◦ c = tc
and t f ◦ i = 1B.

A��

c

��

tc   

x // X

f

����

W
t f

~~

j

>>

B y
//

i

JJ

Y.

Let k = j ◦ i. Then k ◦ c = j ◦ i ◦ c = j ◦ tc = x, and f ◦ k = f ◦ j ◦ i =
y ◦ t f ◦ i = y. □

The proof of the following is exactly dual.

Lemma 42. (F ∩W) ⊆ TFib.

Proposition 43. The three classes of maps C,W ,F in cSet constitute a pre-
model structure in the sense of [Bar19]. In particular, we have

F ∩W = TFib,
C ∩W = TCof,
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and therefore two interlocking weak factorization systems:

(C, W ∩F ) , (C ∩W , F ).

It now “only” remains to show that the weak equivalences W satisfy
the 3-for-2 axiom from Definition 1 in order to verify that (C,W ,F ) is a
model structure. Perhaps surprisingly, this will occupy the remainder of
these lectures! We shall follow roughly the approach of [JT08]: the weak
equivalences between fibrant objects are shown to be the usual homotopy
equivalences, which evidently satisfy 3-for-2. So we reduce to this case
using the fact that KX is fibrant whenever K is. It suffices, namely, to
show that the weak equivalences are those maps w : X → Y that induce
homotopy equivalences Kw : KY ≃ KX for fibrant K. Such maps are termed
weak homotopy equivalences (Definition 51), and our task will therefore be to
show that a map is a weak equivalence if and only if it is a weak homotopy
equivalence.

Homotopy equivalence.

Definition 44 (Homotopy). A homotopy ϑ : f ∼ g between maps f , g : X ⇒
Y is a map,

ϑ : I × X −→ Y,
such that ϑ ◦ ι0 = f and ϑ ◦ ι1 = g,

X
ι0 //

f
""

I ×X

ϑ
��

X,
ι1oo

g
||

Y

(57)

where ι0, ι1 are the canonical inclusions into the ends of the cylinder,

ιϵ : X ∼= 1 × X
δϵ×X

// I × X , ϵ = 0, 1.

Note that each of the inclusions ιϵ : X ↣ I × X is a cofibration, as is
their join X + X ↣ I × X, by Remark 20.

Proposition 45. The relation of homotopy f ∼ g between maps f , g : X ⇒ Y
is preserved by pre- and post-composition. If Y is fibrant, then f ∼ g is an
equivalence relation.

Proof. Inspecting (57), preservation of f ∼ g under post-composing with
any h : Y → Z is obvious: we have h ◦ ϑ : h ◦ f ∼ h ◦ g. Now observe that

a homotopy f ϑ∼ g : X × I → Y determines a (unique) path ϑ̃ : I → YX

in the function space, with endpoints ϑ0 = ϑ ◦ δ0 = f̃ : 1 → YX and
ϑ1 = ϑ ◦ δ1 = g̃. Precomposing maps f , g : X ⇒ Y with any e : W → X
is induced by post-composing f̃ , g̃ : 1 → YX with the map Ye : YX → YW ,
which then also takes the path ϑ̃ : I → YX to a path φ̃ = Ye ◦ ϑ̃ : I → YW

corresponding to a (unique) homotopy φ : f ◦ e ∼ g ◦ e.
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Now note that YX is fibrant if Y is fibrant, since the generating trivial
cofibrations c ×i δ are preserved by the functor X × (−). So we can use
“box-filling” in YX to verify the claimed equivalence relation.

• Reflexivity f ∼ f is witnessed by the homotopy ρ : I → 1
f→ YX.

• For symmetry f ∼ g ⇒ g ∼ f take ϑ : I → YX with ϑ0 = f and
ϑ1 = g and we want to build ϑ′ : I → YX with ϑ′

0 = g and ϑ′
1 = f .

Take an open 2-box in YX of the following form.

g f

f

ϑ

OO

ρ
// f

ρ

OO

This box is a map b : I +1 I +1 I → YX with the indicated compo-
nents, and it has a filler c : I × I → YX, i.e. an extension along the
canonical map I +1 I +1 I ↣ I × I, which is a trivial cofibration of
the form ∂I ⊗ δ0. Let t : I → I × I be the top face of the 2-cube (the
bipointed map {0, x1, x2, 1} → {0, x, 1} that is constantly 1). We
can set ϑ′ = c ◦ t : I → YX to get a homotopy ϑ′ : I → YX with
ϑ′

0 = g and ϑ′
1 = f as required.

• For transitivity, f ϑ∼ g , g
φ∼ h ⇒ f ∼ h, an analogous construction

will fill the open box:

f h

f

ρ

OO

ϑ
// g

φ

OO

□

We then have the usual definition of homotopy equivalence:

Definition 46 (Homotopy equivalence). A homotopy equivalence is a map
f : X → Y together with a map g : Y → X and homotopies ϑ : 1X ∼ g ◦ f
and φ : 1Y ∼ f ◦ g. We call g a quasi-inverse of f .

Since these maps clearly compose and come with quasi-inverses, the
following is then immediate.

Lemma 47. The homotopy equivalences satisfy the 3-for-2 condition.

Lemma 48. A fibration that is a weak equivalence is a homotopy equivalence.
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Proof. Any trivial fibration f : X ↠ Y has a section s : Y → X by Corollary
18. Consider the following lifting problem:

X + X
��

[ι0,ι1]
��

[s f ,1]
// X

f
����

I × X
f π2

// Y

Since the map on the left is a cofibration, a diagonal filler provides a ho-
motopy ϑ : s f ∼ 1X. Thus f is a homotopy equivalence. □

For the further comparison of the weak equivalences with the homotopy
equivalences we need the following.

Weak homotopy equivalence.

Definition 49 (Connected components). The functor

π0 : cSet → Set

is defined on a cubical set X as the coequalizer

X1 ⇒ X0 → π0X ,

where the two parallel arrows are the maps Xδ0 , Xδ1 : X1 ⇒ X0 for the
endpoints δ0, δ1 : 1 ⇒ I. If K is fibrant, then by the foregoing Proposition
45, for any X we have

π0(KX) = Hom(X, K)/∼ .

That is, π0(KX) is the set [X, K] of homotopy equivalence classes of maps
X → K.

Remark 50. One can show that in fact π0X = lim−→ Xn where the colimit is
taken over all objects [n] in the index category 2op = B, rather than just
the “last” two [1] ⇒ [0]. Since the category B of finite strictly bipointed
sets is sifted, the functor π0 : cSet → Set preserves finite products.

Definition 51 (Weak homotopy equivalence). A map f : X → Y is called
a weak homotopy equivalence if for every fibrant object K, the canonical map
K f : KY → KX is bijective on connected components,

π0(K f ) : π0(KY) ∼= π0(KX) .

Lemma 52. Every homotopy equivalence is a weak homotopy equivalence.

Proof. Let f : X → Y be a homotopy equivalence. Then K f : KY → KX

is also a homotopy equivalence for any K, since homotopy respects (post-
) composition by all maps. If K is fibrant, then so is KX and π0 is well
defined on homotopy classes of maps, by Proposition 45. It clearly takes
homotopy equivalences to isomorphisms of sets, since it identifies homo-
topic maps. □
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Lemma 53. The weak homotopy equivalences also satisfy the 3-for-2 condition.

Proof. This follows by applying the Set-valued functors π0(K(−)), for all
fibrant objects K, and the corresponding fact about bijections of sets. □

In virtue of Lemma 53 it now suffices to show that a map is a weak
equivalence if and only if it is a weak homotopy equivalence. The follow-
ing characterization will be useful.

Lemma 54. A map f : X → Y is a weak homotopy equivalence just if it satisfies
the following two conditions.

(1) For every fibrant object K and every map x : X → K there is a map
y : Y → K such that y ◦ f ∼ x,

X

f
��

x // K.

Y
y

∼
>>

We say that x “extends along f up to homotopy”.
(2) For every fibrant object K and maps y, y′ : Y → K such that y f ∼ y′ f ,

there is a homotopy y ∼ y′,

X

f
��

// KI

��

Y

<<

⟨y,y′⟩
// K × K.

Proof. Condition (1) says exactly that the internal precomposition map K f :
KY → KX is surjective under connected components π0, while (2) says just
that it is injective under π0. □

Lemma 55. Any weak equivalence is a weak homotopy equivalence.

Proof. By Lemma 48 and Lemma 52, a trivial fibration is also a weak homo-
topy equivalence. So it suffices to consider the trivial cofibrations, since
weak homotopy equivalences are closed under composition, by Lemma
53. Thus let f : X ↣ Y be a trivial cofibration, and apply Lemma 54: con-
dition (1) is immediate, and (2) follows because KI ↠ K × K is a fibration
when K is fibrant, since ∂ : 1 + 1 ↣ I is a cofibration (by Remark 20). □

Our goal is now to show the converse of Lemma 55(2), that a weak ho-
motopy equivalence is a weak equivalence. We shall first restrict attention
to maps f : X → K with a fibrant codomain K. By factoring such maps,
we can split into the cases of a fibration and a cofibration.

Lemma 56. If K is fibrant, then any fibration f : X ↠ K that is a homotopy
equivalence is a weak equivalence.
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Proof. This is a standard argument, which we just sketch. It suffices to
show that any diagram of the form

C
��

c
��

x // X

f
����

K =
// K,

(58)

with c : C ↣ X a cofibration, has a diagonal filler, for then f is a trivial
fibration. Since f is a homotopy equivalence, it has a quasi-inverse s :
K → X with ϑ : f s ∼ 1K, which we claim can be corrected to a section
s′ : K → X. Indeed, consider

K��
ι0
��

s // X

f
����

K × I
ϑ
//

ϑ′
<<

K

K
OO

ι1

OO

=

<<

where ϑ′ results from ι0 ⋔ f . Let s′ = ϑ′ι1, so that ϑ′ : s ∼ s′ and f s′ = 1K.
Thus we can assume that s = s′ : K → X is a section, which fills the

diagram (58) up to a homotopy in the upper triangle.

C
��

c
��

x // X

f
����

K =
//

s
∼

??

K

Now we can correct s : K → X to a homotopic t : K → X over f by using
the homotopy φ : sc ∼ x to get a map φ : C → XI over f . Since f is a
fibration, the projections p0, p1 : XI → X over f are trivial fibrations, and
so there is a lift φ′ : K → XI for which t := p1φ′ has tc = x and f t = 1K,
and so is a filler for (58). □

Lemma 57. If K is fibrant, then any fibration f : X ↠ K that is a weak homotopy
equivalence is a weak equivalence.

Proof. Since K is fibrant, so is X, and since f is a weak homotopy equiv-
alence, by lemma 54(1) there is then a map s : K → X and a homotopy
θ : s f ∼ 1X. Postcomposing with f gives a homotopy f ϑ : f s f ∼ f ,
forming the outer commutative square in

X

f
��

f ϑ
// KI

��

K
φ

<<

⟨ f s,1K⟩
// K × K.
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By lemma 54(2) there is a diagonal filler φ : f s ∼ 1K, and so f is a homo-
topy equivalence. Now apply lemma 56. □

We now have the following.

Proposition 58. If A and K are both fibrant, then for any cofibration c : A ↣ K
the following are equivalent.

(1) c : A ↣ K is a weak equivalence.
(2) c : A ↣ K is a homotopy equivalence.
(3) c : A ↣ K is a weak homotopy equivalence.

Proof. Suppose (1), so c : A ↣ K is a trivial cofibration. Then since A is
fibrant, it has a retraction r : K → A.

A��
c
��

= // A.

K
r

>>

Since K is fibrant, KI → K × K is a fibration. So the following has a
diagonal filler, which is a homotopy 1K ∼ cr.

A��
c
��

c // K K!
// KI

⟨Kd0 ,Kd1 ⟩
��

K
⟨1K ,cr⟩

//

ϑ

66

K × K

(2) ⇒ (3) is Lemma 52.
Suppose (3), that c : A ↣ K is a weak homotopy equivalence. Factor

c = f ◦ tc with a trivial cofibration tc : A ↣ C followed by a fibration
f : C ↠ K. By parts (1) and (2), tc : A ↣ C is then a weak homotopy
equivalence. By 3-for-2 for weak homotopy equivalences, Lemma 53, f :
C ↠ K is then also a weak homotopy equivalence. By Lemma 57, f : C ↠
K is then a weak equivalence. □

Proposition 59. For fibrations f : X ↠ K with fibrant codomain K, all three
concepts coincide: weak equivalences, weak homotopy equivalences, and homotopy
equivalences.

Proof. Let K be fibrant and suppose that f : X ↠ K is a weak homotopy
equivalence. Then it is a weak equivalence by Lemma 57. By Lemma 55
any fibration weak equivalence is a homotopy equivalence, and by Lemma
52 any homotopy equivalence is a weak homotopy equivalence. □

Corollary 60. For all maps f : X → Y between fibrant objects X and Y, all three
concepts coincide: weak equivalence, weak homotopy equivalence, and homotopy
equivalence.
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Proof. Let X and Y be fibrant and factor f = t f ◦ tc with a trivial cofibration
tc : X ↣ F followed by a trivial fibration t f : F ↠ Y. Then by Proposition
58, tc : X ↣ F is a homotopy equivalence, and by Proposition 59 so
is t f : F ↠ Y, thus f = t f ◦ tc is a homotopy equivalence. Again by
Lemma 52, any homotopy equivalence is a weak homotopy equivalence,
and weak homotopy equivalence between fibrant objects is clearly a weak
equivalence, by factoring and using the foregoing Propositions 58 and 59.

□

Lemma 61. If K is fibrant, then any cofibration c : A ↣ K that is a weak
homotopy equivalence is a weak equivalence.

Proof. Let c : A ↣ K be a cofibration weak homotopy equivalence and fac-
tor it into a trivial cofibration i : A ↣ Z followed by a fibration p : Z ↠ K.
By lemma 54, any trivial cofibration is clearly a weak homotopy equiva-
lence. So both c and i are weak homotopy equivalences, and therefore so
is p by 3-for-2 for weak homotopy equivalences. Since K is fibrant, p is a
trivial fibration by lemma 57, and thus c is a weak equivalence. □

It now follows that a weak homotopy equivalence f : X → K with a
fibrant codomain is a weak equivalence. To eliminate the condition on the
codomain we use the following lemma due to D.-C. Cisinski [Cis06].

Lemma 62. A cofibration c : A ↣ B weak homotopy equivalence lifts against
any fibration f : Y ↠ K with fibrant codomain.

Proof. Let c : A ↣ B be a cofibration weak homotopy equivalence and
f : Y ↠ K a fibration with fibrant codomain K, and consider a lifting
problem

A��
c
��

a // Y

f
����

B
b
// K.

Let η : B ↣ B′ be a fibrant replacement of B, since K is fibrant, b extends
along η to give b′ : B′ → K as shown below.

A��
c
��

a // Y

f
����

B
b
//

η
��

K

B′
b′

??

Since η is a trivial cofibration, it is a weak homotopy equivalence. So the
composite ηc is also a weak homotopy equivalence. But since B′ is fibrant,
ηc is then a trivial cofibration by lemma 61. Thus there is a lift j : B′ → Y,
and therefore also one k = jη : B → Y. □
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To complete the proof that a weak homotopy equivalence is a weak
equivalence, we shall make use of the following fibration extension property,
the proof of which is deferred to section 8.

Definition 63 (Fibration extension property). For any fibration f : Y ↠ X
and any trivial cofibration η : X → X′, there is a fibration f ′ : Y′ ↠ X′ that
pulls back to f along η, as shown below.

Y

f
����

// Y′

f ′
����

X //
η
// X′

(59)

Lemma 64. Assuming the fibration extension property, a cofibration that lifts
against every fibration f : Y ↠ K with fibrant codomain is a weak equivalence.

Proof. Let c : A ↣ B be a cofibration and consider a lifting problem against
an arbitrary fibration f : Y ↠ X,

A��
c
��

a // Y

f
����

B
b
// X.

(60)

Let η : X → X′ be a fibrant replacement, so η is a trivial cofibration and
X′ is fibrant. By the fibration extension property of definition 63, there is
a fibration f ′ : Y′ ↠ X′ such that f is a pullback of f ′ along η. So we
can extend diagram (60) to obtain the following, in which the righthand
square is a pullback.

A��
c
��

a // Y

f
����

y
// Y′

f ′
����

B
b
// X

η
// X′.

(61)

By assumption, there is a lift j′ : B → Y′ with f ′ j′ = ηb and j′c = yb.
Therefore, since f is a pullback, there is a map j : B → Y with f j = b and
yj = j′.

A��
c
��

a // Y
f
����

y
// Y′

f ′
����

B
b
//

j
??

j′
77

X
η
// X′.

(62)

Thus yjc = j′c = ya. But as a trivial cofibration, η is monic, and as a
pullback of η, y is also monic. So jc = a. □

Corollary 65. Assuming the fibration extension property,
(1) a cofibration c : A ↣ B weak homotopy equivalence is a weak equivalence,
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(2) a fibration f : Y ↠ X weak homotopy equivalence is a weak equivalence.

Proof. (1) follows immediately by combining the previous lemmas 62 and
64.

For (2), factor f : Y ↠ X into a cofibration i : Y ↣ Z followed by a
trivial fibration p : Z ↠ X. Then f is itself a trivial fibration if i ⋔ f , for
then it is a retract of p. Since p is a trivial fibration, it is a weak homotopy
equivalence by Lemma 55. Since f is also a weak homotopy equivalence,
so is i by Lemma 53. Thus i is a trivial cofibration by (1). Since f is a
fibration, i ⋔ f as required. □

We have now shown:

Proposition 66. Assuming the fibration extension property, a map f : X → Y
is a weak homotopy equivalence if and only if it is a weak equivalence. The weak
equivalences W therefore satisfy the 3-for-2 condition.

The results of this section are summarized in the following.

Theorem 67. Assume the fibration weak factorization system of Definition 36
satisfies the fibration extension property of Definition 63 (as will be shown in
Corollary 123). Then the weak equivalences W have the 3-for-2 property, and so
by Proposition 43, the classes (C,W ,F ) form a Quillen model structure. The
weak equivalences W are the weak homotopy equivalences: those maps f :
X → Y for which K f : KY → KX is bijective on connected components whenever
K is fibrant.

The proof of the fibration extension property will be given in Section 8.
It uses the equivalence extension property (Section 7), a universal fibration
(Section 6), and the Frobenius condition (Section 5), to which we now turn.

5. The Frobenius condition

In this section, we show that the (unbiased) fibration weak factoriza-
tion system from Section 3 satisfies what has been called the Frobenius
condition: the left maps are stable under pullback along the right maps
(see [BG12]). This will imply the right properness of our model structure:
the weak equivalences are preserved by pullback along fibrations. In the
present setting, it then follows that the entire model structure is stable un-
der such a base change. The Frobenius condition will be used in the proof
of the equivalence extension property in Section 7.

A proof of Frobenius in the related setting of cubical sets with connections
was given in [GS17] using conventional, functorial methods. By contrast,
the type theoretic approach of [CCHM18] provides a proof that is much
more direct, and can also be modified to work without connections (as in
[ABC+22]). That approach proves the dual fact that the pushforward oper-
ation, which is right adjoint to pullback and always exists in a topos, pre-
serves fibrations when applied along a fibration. This corresponds to the
type-theoretic Π-formation rule, and the proof given in op.cit. is entirely in
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type theory. It also employs a reduction of box filling (in all dimensions)
to an apparently weaker condition of Kan composition (in all dimensions),
which merely “puts a lid on" the open box, rather than filling it. This as-
pect of the type theoretic proof can also be described functorially, but is
not used in the proof given here, and will therefore not be discussed fur-
ther (see [LOPS18] for a description of Kan composition with connections,
and [Awo19a] for the same without connections).

Our proof takes the approach that was used to determine the unbiased
fibrations, namely we first establish the result in the biased but generic set-
ting, and then transfer it to the unbiased setting by pulling back along the
base change cSet → cSet/I. We first give the second step as a conditional
statement.

Proposition 68. Suppose the δ-biased fibrations in cSet/I satisfy the Frobenius
condition. Then the unbiased fibrations in cSet also satisfy the Frobenius condi-
tion.

Proof. This follows almost immeditely from the fact that the pullback func-
tor I∗ : cSet → cSet/I preserves the locally cartesian closed structure, takes
unbiased fibrations to δ-biased ones, and reflects δ-biased fibrations to un-
biased ones. In detail, let unbiased fibrations B ↠ A and A ↠ X in cSet be
given, and we wish to find C ↠ X and e : A ×X C → B over A, universal
in the way recalled in the diagram below.

A ×X C C

B

A X

e

(63)

Take the pushforward C := A∗B → X, and its associated map e : A ×X
C → B, in the locally cartesian closed category cSet. Since fibrations are
stable under (all) pullbacks, it then suffices to show that C → X is a fibra-
tion.

By definition, C → X is an unbiased fibration in cSet just in case the
base change I∗C → I∗X is a δ-biased fibration in the slice category cSet/I.
Since the pullback functor I∗ : cSet → cSet/I preserves all lcc structure,
over I∗X we have an iso,

I∗C = I∗(A∗B) ∼= (I∗A)∗I∗B ,

where the pushforward (I∗A)∗I∗B is taken in the topos cSet/I. But I∗B →
I∗A and I∗A → I∗X are δ-biased fibrations in cSet/I because B → A and
A → X were assumed to be unbiased fibrations in cSet. Since we are
assuming the Frobenius condition for δ-biased fibrations in cSet/I, the
pushforward I∗C ∼= (I∗A)∗I∗B → I∗X is also a δ-biased fibration, as re-
quired. □
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Frobenius for biased fibrations. The results proved in this section will be
applied to the slice category cSet/I and the generic point δ : 1 → I = I∗I,
but nothing depends on this particular case, and so we shall write simply
δ : 1 → I for a chosen pointed object in an arbitrary topos E . (Indeed, in
this section E may even be just a locally cartesian closed category with a
class of cofibrations in the sense of Appendix A.)

Recall from Definition 25 that a map f : A → X is a δ-biased fibration
just if the map δ ⇒ f admits a relative +-algebra structure, and is therefore
a trivial fibration. The definition of the pullback-hom δ ⇒ f is recalled
below.

AI

f I

&&

δ⇒ f

##

Aδ

  

XI ×X A

��

// A

f
��

XI
Xδ

// X

(64)

Let us write this condition schematically as follows:

AI | //// Aϵ

��

// A

f
��

XI
ϵ
// X

(65)

where ϵ = Xδ and Aϵ = XI ×X A, and the struck-through arrow indicates
that it admits a +-algebra structure.

Lemma 69. Let A → X be a δ-biased fibration and t : Y → X any map, then
the pullback t∗A → Y is also a δ-biased fibration.

Proof. This is clear from the fact that the δ-biased fibrations can be made
into the right class of a weak factorization system (by reasoning analogous
to that for Proposition 39), but it will be useful to see how the structure
indicated in (64) is itself stable under pullback. Indeed, consider the fol-
lowing commutative diagram, in which the front face of the cube is the
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pullback in question, and the right and left sides are the respective ver-
sions of the construction in (64).

(t∗A)I //

��

AI

��

(t∗A)ϵ

��

##

// Aϵ

��

��

t∗A //

��

A

��

YI

ϵ
$$

// XI

ϵ
  

Y
t

// X

(66)

The rear square of solid arrows is the image of the front face under the
pathobject functor and is therefore also a pullback. The base commutes by
the naturality of the maps ϵ, as does a corresponding top square involving
further such ϵ’s not shown. Note that these naturality squares need not
be pullbacks, but the vertical squares on the sides are, by construction. It
follows that there is a dotted arrow as shown, making the resulting lower
rear square commute. That lower square is then also a pullback, since the
other vertical faces of the resulting cube are pullbacks, and thus finally,
the upper rear square is also a pullback.

Now if A → X is a δ-biased fibration, then AI → Aϵ is a trivial fibration,
and then so is its pullback (t∗A)I → (t∗A)ϵ since relative +-algebras are
stable under pullback. Therefore the pullback t∗A → Y is also a δ-biased
fibration. □

Remark 70. In this way we can show algebraically that the pullback of a δ-
biased fibration is again one by pulling back the structure that makes it so.
In Section 6, the pullback stability of the fibration structure will be used
in the construction of a universal fibration via a closely related argument.

Lemma 71. Let α : A → X and β : B → A be δ-biased fibrations, then the
composite α ◦ β : B → X is also a δ-biased fibration.

Proof. Again for maps in the right class of a weak factorization system this
is immediate. But let us see how the fibration structures also compose.
We have the following diagram for the fibration structures on B → A and
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A → X (with obvious notation).

BI | //// BϵA
//

��

B

��

AI | //// AϵX

��

// A

��

XI
ϵX
// X,

(67)

Pulling back B → A in two steps we therefore obtain the intermediate map
BϵX → AϵX indicated in the following diagram.

BI | //// BϵA
//

��

BϵX

��

// B

��

AI | //// AϵX

��

// A

��

XI
ϵX
// X

(68)

Now use the fact that a trivial fibration structure (i.e. a +-algebra structure)
has a canonical pullback along any map, and that two such structures have
a canonical composition (cf. Remark 19), to obtain a trivial fibration struc-
ture for the indicated composite map BI → BϵX , which is then a fibration
structure for the composite B → A → X. □

Proposition 72 (δ-Biased Frobenius). If α : A → X and β : B → A are
δ-biased fibrations, then the pushforward α∗β : ΠAB → X is also a δ-biased
fibration.

Proof. Given δ-biased fibrations α : A → X and β : B → A, let a : AI → Aϵ

and b : BI → a∗Bϵ be the associated trivial fibrations, so that we have the
situation of diagram (68), with all three squares pullbacks.

BI | //b //

βI
!!

a∗Bϵ
//

��

Bϵ

��

// B

β

��

AI | //a //

αI
!!

Aϵ

��

// A

α

��

XI
ϵ
// X.

(69)

Taking the pushforward of the righthand vertical column gives a map,

γ := α∗β : ΠAB → X ,
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and placing it underneath, along with the corresponding construction
from (64), we then have the following commutative diagram.

BI | //b //

βI
##

a∗Bϵ
//

��

Bϵ

��

// B

β

��

AI | //a //

αI
%%

Aϵ

��

// A

α

��

XI
ϵ

// X

(ΠAB)I
c
//

γI
99

(ΠAB)ϵ

OO

// ΠAB

γ

OO

(70)

We wish to show that the indicated map c : (ΠAB)I → (ΠAB)ϵ admits a
+-algebra structure. This we will do by showing that it is a retract of a
known +-algebra. Namely, we can apply the pushforward along the map
αI : AI → XI to the +-algebra b : BI → a∗Bϵ regarded as an arrow over AI.
We obtain an arrow over XI of the form

ΠAI b : ΠAI BI −→ ΠAI a∗Bϵ (71)

which is indeed a +-algebra, since these are preserved under pushing for-
ward, by Remark 19.

Next, observe that by the Beck-Chevalley condition for the central pull-
back, for the codomain of c we have an isomorphism

(ΠAB)ϵ
∼= ΠAϵ

Bϵ over XI.

And since ΠAI ∼= ΠAϵ
◦ a∗, for the codomain of our +-algebra ΠAI b from

(71) we also have

ΠAI a∗Bϵ
∼= ΠAϵ

a∗a∗Bϵ .

Thus the image of the unit η : Bϵ → a∗a∗Bϵ under ΠAϵ
provides a map

σ := ΠAϵ
η over XI of the form:

XI

(ΠAB)I
c
//

88

ΠAϵ
Bϵ

OO

σ

��

ΠAI BI
ΠAI b

// ΠAϵ
a∗a∗Bϵ

(72)
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Our goal is now to determine further arrows φ, ψ, τ as indicated below,
exhibiting c as a retract of ΠAI b in the arrow category over XI.

XI

(ΠAB)I
c
//

88

φ

��

ΠAϵ
Bϵ

OO

σ

��

ΠAI BI
ΠAI b

//

ψ
��

ΠAϵ
a∗a∗Bϵ

τ

��

(ΠAB)I
c
// ΠAϵ

Bϵ

(73)

• For φ, we require a map

φ : (ΠAB)I → ΠAI BI over XI.

Consider the following diagram, which is based on (65).

BI | //

b
//

βI
''

a∗Bϵ
//

��

Bϵ

��

// B

β

��

AI | //
a

//

αI
$$

Aϵ

��

// A

α

��

ΠAB ×X A

��

oo

e

dd

(ΠAB ×X A)I

eI

OO

77

''

XI
ϵ
// X ΠABoo

(ΠAB)I

::

φ
// ΠAI BI

OO

(74)

The map e is the counit at β : B → A of the pullback-pushforward adjunc-
tion along α : A → X. The right-hand side of the diagram, including e
and the associated pullback square, reappears (mirrored) on the left under
the functor (−)I, which preserves the pullback. Thus we can take φ to
be the transpose of eI under the pullback-pushforward adjunction along
αI : AI → XI,

φ := ẽI .
An easy diagram chase involving the pullback-pushforward adjunction
along Aϵ → XI shows that the upper square in (73) then commutes.
• For τ: referring to the diagram (65), since a : AI → Aϵ is a trivial
fibration, it has a section o : Aϵ → AI by lemma 18. Pulling a∗Bϵ → AI

back along o results in an iso,

o∗a∗Bϵ
∼= Bϵ over Aϵ
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and so by the adjunction o∗⊣ o∗ there is an associated map,

a∗Bϵ → o∗Bϵ over AI

to which we can apply a∗ to obtain a map,

t : a∗a∗Bϵ → a∗o∗Bϵ
∼= Bϵ over Aϵ .

This map t is evidently a retraction of the unit η : Bϵ → a∗a∗Bϵ over Aϵ.
Applying the functor ΠAϵ

therefore gives the desired retraction of σ,

τ := ΠAϵ
t : ΠAϵ

a∗a∗Bϵ → ΠAϵ
Bϵ .

• For ψ, we require a map

ψ : ΠAI BI → (ΠAB)I over XI.

Consider the following diagram resulting from combining (65) and (73),
in which all solid arrows are those already introduced. The dotted arrow
labelled p is the evident composite.

XI ϵ // X

(ΠAB)I //

88

��

ΠAϵ
Bϵ

OO

��

// ΠAB

OO

=

��

ΠAI BI //

p

**

ΠAϵ
a∗a∗Bϵ

��

(ΠAB)I // ΠAϵ
Bϵ

// ΠAB

(75)

The lower horizontal composite is the evaluation of the pathobject (ΠAB)I

at the point δ : 1 → I,

ϵΠAB = (ΠAB)δ : (ΠAB)I −→ (ΠAB)1 ∼= ΠAB .

This is constructed from the (cartesian closed) evaluation,

eval : I × (ΠAB)I −→ ΠAB

which is the counit of I × (−) ⊣ (−)I, as the composite shown below.

(ΠAB)I

∼=
��

ϵΠA B
// ΠAB

1 × (ΠAB)I
δ×(ΠAB)I

// I × (ΠAB)I

eval

OO
(76)

Let us analyse this evaluation at δ further, in terms of the locally cartesian
closed structure associated to the base changes along the section δ : 1 → I
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and retraction I → 1 in E . Since id ∼= δ∗I∗ : E → E/I → E , the map ϵΠAB
can be rewritten as follows.

(ΠAB)I

∼=
��

ϵΠA B
// ΠAB

∼=
��

δ∗I∗((ΠAB)I)

∼=
��

δ∗I∗ϵΠA B
// δ∗I∗ΠAB

=

��

δ∗I∗I∗I∗ΠAB //

δ∗ε
// δ∗I∗ΠAB

(77)

where the map δ∗ε across the bottom is the counit of the adjunction I∗ ⊣ I∗,
taken at I∗ΠAB, and then pulled back along δ : 1 → I. Before taking the
pullback, we therefore have the following iso over I between that counit
εI∗ and the image under I∗ of the previously considered evaluation ϵ :
(ΠAB)I → ΠAB from (76).

I∗((ΠAB)I)

∼=
��

I∗ϵ // I∗ΠAB

=

��

I∗I∗I∗ΠAB
εI∗

// I∗ΠAB .

(78)

Now let us apply I∗ to (75) to get the map I∗p in the diagram below, which
therefore factors (up to (78)) through the counit εI∗ as εI∗ ◦ I∗(Ĩ∗p), where
Ĩ∗p is the adjoint transpose of I∗p, as shown.

I∗ΠAI BI

I∗(Ĩ∗p)
��

//

I∗p

++

I∗ΠAϵ
a∗a∗Bϵ

��

I∗I∗I∗ΠAB //

εI∗

55
I∗ΠAϵ

Bϵ
// I∗ΠAB

(79)

We can therefore set

ψ := Ĩ∗p ,

and we obtain ϵ ◦ ψ = p, from which it follows that the square in (79)
commutes by the definition of ΠAϵ

Bϵ as a pullback. The same square
without I∗ then also commutes by applying the retraction δ∗.
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We have now defined all the maps indicated below, the squares involv-
ing φ and ψ commute, and the composite of σ and τ is the identity.

XI // X

(ΠAB)I //

88

φ

��

ΠAϵ
Bϵ

OO

σ

��

// ΠAB

OO

=

��

ΠAI BI //

ψ
��

p

**

ΠAϵ
p∗p∗Bϵ

τ

��

(ΠAB)I //

ϵ

66
ΠAϵ

Bϵ
// ΠAB

(80)

To see that ψ ◦ φ = 1, an easy chase through the diagram (80) shows that

ϵ ◦ ψ ◦ φ = p ◦ φ = ϵ .

Thus by applying I∗ and using (78) we have εI∗ ◦ I∗(ψ ◦ φ) = εI∗ , and so
ψ ◦ φ = ε̃I∗ = 1. □

From Proposition 68 we then have:

Corollary 73 (Unbiased Frobenius). The unbiased fibration weak factorization
system on cSet satisfies the Frobenius condition.

Corollary 74. Unbiased fibrations are closed under pushforward along unbiased
fibrations. Thus given unbiased fibrations X ↠ Z and Y ↠ Z over any base Z,
the relative exponential YX = X∗X∗Y → Z, formed in the slice over Z, is again
an unbiased fibration.

Remark 75. We note in passing that the proof just given for the δ-biased
case of Frobenius, Proposition 72, made no use of the fact that δ : 1 → I is
generic, nor even that we were working in the slice category over I. Indeed
the same algebraic argument works for p-biased fibrations for any point
p : 1 → I of any object I, in any (quasi-)topos E .

6. A universal fibration

We shall construct a universal small fibration U̇ → U , which is a classifier
for small fibrations. It will be shown in Section 8 that the base object U is
fibrant, using the fact to be proved in Section 7 that the map U̇ → U itself
is univalent, in a sense to be made precise.

Our construction of U̇ → U makes use, first of all, of a new descrip-
tion of the well-known Hofmann-Streicher universe in a category Ĉ =
[Cop,Set] of presheaves on a small category C, which was used in [HS97]
to interpret dependent type theory. See [Awo22] for further details.
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Classifying families.

Definition 76 ([HS97]). Let C be a small category. A (type-theoretic) uni-

verse (U,El) consists of U ∈ Ĉ and El ∈
∫̂

C
U with:

U(c) = Cat
(
C/c

op, Set
)

(81)

El(c, A) = A(idc) (82)

with the evident associated action on morphisms.

A few comments are required:
• In contrast to [HS97], in (81) we take the underlying set of objects

of the functor category Ĉ/c = [C/c
op,Set].

• As in [HS97], (82) adopts the “categories with families” point of
view in describing an arrow E → U in Ĉ equivalently as a presheaf
on the category of elements

∫
C

U, using

Ĉ/U ≃
∫̂

C
U (83)

where
E(c) = ⨿A∈U(c) El(c, A).

The argument (c, A) ∈
∫

C
U in (82) thus consists of an object c ∈ C

and an element A ∈ U(c).
• To account for size issues, the authors of [HS97] assume a Grothendieck

universe u in Set, the elements of which are called small. The cate-
gory C is assumed to be small, as are the values of the presheaves,
unless otherwise stated.

The presheaf U, which is not small, is then regarded as the Grothendieck
universe u “lifted” from Set to [Cop,Set]. We first analyse this specifica-
tion of (U,El) from a different perspective, in order to establish its basic
property as a classifier for small families in Ĉ.

A realization-nerve adjunction. For a presheaf X on C, recall that the cate-
gory of elements is the comma category,∫

C
X = yC/X ,

where yC : C → SetCop
is the Yoneda embedding, which we sometimes

supress and write simply C/X for yC/X.

Proposition 77 ([Gro83], §28). The category of elements functor∫
C

: Ĉ −→ Cat

has a right adjoint,
νC : Cat −→ Ĉ .

For a small category A, we shall call the presheaf νC(A) the (C-)nerve of A.
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Proof. The adjunction
∫

C
⊣ νC is an instance of the usual “realization/nerve”

adjunction, here with respect to the covariant slice category functor C/− :
C → Cat, as indicated below.

Ĉ Cat

C

∫
C

νC

y
C/−

(84)

In detail, for A ∈ Cat and c ∈ C, let νC(A)(c) be the Hom-set of functors,

νC(A)(c) = Cat
(
C/c , A

)
,

with contravariant action on h : d → c given by pre-composing a functor
P : C/c → A with the post-composition functor

C/h : C/d −→ C/c .

For the adjunction, observe that the slice category C/c is the category of
elements of the representable functor yc ,∫

C
yc ∼= C/c .

Thus for representables yc , we have the required natural isomorphism

Ĉ
(
yc , νC(A)

) ∼= νC(A)(c) = Cat
(
C/c , A

) ∼= Cat
( ∫

C
yc , A

)
.

For arbitrary presheaves X, one uses the presentation of X as a colimit
of representables over the index category

∫
C

X, and the easy to prove fact
that

∫
C

itself preserves colimits. Indeed, for any category D, we have an
isomorphism in Cat,

lim−→
d∈D

D/d
∼= D .

□

When C is fixed, we may omit the subscript in the notation yC and
∫

C

and νC. The unit and counit maps of the adjunction
∫
⊣ ν,

η : X −→ ν
∫

X ,

ϵ :
∫

νA −→ A ,

are then as follows. At c ∈ C, for x : yc → X, the functor (ηX)c(x) : C/c →
C/X is just composition with x,

(ηX)c(x) = C/x : C/c −→ C/X . (85)

For A ∈ Cat, the functor ϵ :
∫

νA → A takes a pair (c ∈ C, f : C/c → A)
to the object f (1c) ∈ A,

ϵ(c, f ) = f (1c).
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Lemma 78. For any f : Y → X, the naturality square below is a pullback.

Y ν
∫

Y

X ν
∫

X.

f

ηY

ν
∫

f

ηX

(86)

Proof. It suffices to prove this for the case f : X → 1. Thus consider the
square

X ν
∫

X

1 ν
∫

1.

ηX

η1

(87)

Evaluating at c ∈ C and applying (85) gives the following square in Set.

Xc Cat
(
C/c , C/X

)
1c Cat

(
C/c , C/1

)
C/−

C/−

(88)

The image of ∗ ∈ 1c along the bottom is the forgetful functor Uc : C/c →
C, and its fiber under the map on the right is the set of functors F : C/c →
C/X such that UX ◦ F = Uc, where UX : C/X → C is also a forgetful
functor. But any such F is uniquely of the form C/x for x = F(1c) : yc →
X. □

A universal family. For the terminal presheaf 1 ∈ Ĉ we have an iso
∫

1 ∼= C,
so for every X ∈ Ĉ there is a canonical projection

∫
X → C, which is

a discrete fibration. It follows that for any map Y → X of presheaves,
the associated map

∫
Y →

∫
X is also a discrete fibration. Ignoring size

issues temporarily, recall that discrete fibrations in Cat are classified by
the forgetful functor ˙Setop → Setop from (the opposites of) the category of
pointed sets to that of sets (cf. [Web07]). For every presheaf X ∈ Ĉ, we
therefore have a pullback diagram in Cat,

∫
X ˙Setop

C Setop.

⌟

X

(89)
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Using C ∼=
∫

1 and transposing by the adjunction
∫

⊣ ν then gives a
commutative square in Ĉ of the form:

X ν ˙Setop

1 νSetop.
X̃

(90)

Lemma 79. The square (90) is a pullback in Ĉ. More generally, for any map
Y → X in Ĉ, there is a canonical pullback square

Y ν ˙Setop

X νSetop .

⌟ (91)

Proof. Apply the right adjoint ν to the pullback square (89) and paste the
naturality square (86) from Lemma 78 on the left, to obtain the transposed
square (91) as a pasting of two pullbacks. □

Let us write V̇ → V for the vertical map on the right in (91), setting

V̇ := ν ˙Setop (92)

V := νSetop.

We summarize our results so far as follows.

Proposition 80. The nerve V̇ → V of the classifier for discrete fibrations ˙Setop →
Setop, as defined in (92), classifies natural transformations Y → X in Ĉ, in the
sense that there is always a pullback square,

Y V̇

X V .

⌟

Ỹ

(93)

The classifying map Ỹ : X → V is determined by the adjunction
∫

⊣ ν as the
transpose of the classifying map of the discrete fibration

∫
Y →

∫
X.

Given a natural transformation Y → X, the classifying map Ỹ : X → V
is of course not in general unique. Nonetheless, we can use the construc-
tion of V̇ → V as the nerve of the discrete fibration classifier ˙Setop → Setop,
for which classifying functors C → Setop are unique up to natural isomor-
phism, to infer the following proposition, which will be required below
(cf. [Shu15, GSS22]).
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Proposition 81 (Realignment for families). Given a monomorphism c : C ↣
X and a family Y → X, let yc : C → V classify the pullback c∗Y → C. Then
there is a classifying map y : X → V for Y → X with y ◦ c = yc.

c∗Y V̇

Y

C V

X
c

yc

y

(94)

Proof. Transposing the realignment problem (94) for presheaves across the
adjunction

∫
⊣ ν results in the following realignment problem for discrete

fibrations. ∫
c∗Y ˙Setop

∫
Y

∫
C Setop

∫
X

∫
c

ỹc

ỹ

(95)

The category of elements functor
∫

is easily seen to preserve pullbacks,
hence monos; thus let us consider the general case of a functor C : C ↣ D

which is monic in Cat, a pullback of discrete fibrations as on the left below,
and a presheaf E : C → Setop with

∫
E ∼= E over C.

E ˙Setop

F

C Setop

D

C

E

F

(96)

We seek F : D → Setop with
∫

F ∼= F over D and F ◦ C = E. Let F0 :
D → Setop with

∫
F0 ∼= F over D, which exists since F → D is a discrete
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fibration. Since F0 ◦ C and E both classify E, there is a natural iso e :
F0 ◦ C ∼= E. Consider the following diagram

C (Set
∼=)

op
Setop

D Setop

C

e

p1

p2

F0

f (97)

where Set
∼= is the category of isos in Set, with p1, p2 the (opposites of the)

domain and codomain projections. There is a well-known weak factoriza-
tion system on Cat (part of the “canonical model structure”) with injective-
on-objects functors on the left and isofibrations on the right. Thus there
is a diagonal filler f as indicated. The functor F := p2 ◦ f : D → Setop is
then the one we seek. □

Small maps. Of course, as defined in (92), the classifier V̇ → V cannot be
a map in Ĉ, for reasons of size; we now address this. Let α be a cardinal
number, and call the sets strictly smaller than it α-small. Let Setα ↪→ Set
be the full subcategory of α-small sets. Call a presheaf X : Cop → Set α-
small if all of its values are α-small sets, and thus if, and only if, it factors
through Setα ↪→ Set. Call a map f : Y → X of presheaves α-small if all
of the fibers f−1

c {x} ⊆ Yc are α-small sets (for all c ∈ C and x ∈ Xc).
The latter condition is of course equivalent to saying that, in the pullback
square over the element x : yc → X,

Yx Y

yc X,

⌟ f

x

(98)

the presheaf Yx is α-small.
Now let us restrict the specification (92) of V̇ → V to the α-small sets:

V̇α := ν ˙Setopα (99)
Vα := νSetopα .

Then the evident forgetful map V̇α → Vα is a map in the category Ĉ of
presheaves, and it is in fact α-small. Moreover, it has the following basic
property, which is just a restriction of the basic property of V̇ → V stated
in Proposition 80.



CARTESIAN CUBICAL MODEL CATEGORIES 59

Proposition 82. The map V̇α → Vα classifies α-small maps f : Y → X in Ĉ, in
the sense that there is always a pullback square,

Y V̇α

X Vα.

⌟

Ỹ

(100)

The classifying map Ỹ : X → Vα is determined by the adjunction
∫

⊣ ν as
(the factorization of) the transpose of the classifiyng map of the discrete fibration∫

X →
∫

Y.

Proof. If Y → X is α-small, its classifying map Ỹ : X → V factors through
Vα ↪→ V , as indicated below,

Y ν ˙Setα
op

ν ˙Setop

X νSetα
op νSetop,

Ỹ

(101)

in virtue of the following adjoint transposition,

∫
Y ˙Setα

op ˙Setop

∫
X Setα

op Setop.

(102)

Note that the square on the right is evidently a pullback, and so the one
on the left is, too, because the outer rectangle is the classifying pulback of
the discrete fibration

∫
Y →

∫
X, as stated. Thus the left square in (101) is

also a pullback. □

Examples of universal families V̇α −→ Vα.
(1) Let α = κ a strongly inaccessible cadinal, so that ob(Setκ) is a

Grothendieck universe. Then the Hofmann-Streicher universe of
Definition 76 is recovered as the κ-small map classifier

E ∼= V̇κ −→ Vκ
∼= U

in the sense of Proposition 82. Indeed, for c ∈ C, we have

Vκc = ν(Setopκ )(c) = Cat
(
C/c , Setopκ

)
= ob(Ĉ/c) = Uc . (103)
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For V̇κ we then have,

V̇κc = ν( ˙Setopκ )(c) = Cat
(
C/c , ˙Setopκ

)
∼= ⨿A∈Vκc CatC/c

(
C/c , A∗Setopκ

)
(104)

where the A-summand in (104) is defined by taking sections of the
pullback indicated below.

A∗Setopκ
˙Setopκ

C/c Setopκ

⌟

A

(105)

But A∗Setopκ
∼=

∫
C/c

A over C/c , and sections of this discrete fi-

bration in Cat correspond uniquely to natural maps 1 → A in Ĉ/c.
Since 1 is representable in Ĉ/c we can continue (104) by

V̇κc ∼= ⨿A∈Vκc CatC/c

(
C/c , A∗Setopκ

)
∼= ⨿A∈Vκc Ĉ/c(1, A)
∼= ⨿A∈Vκc A(1c)

= ⨿A∈Vκc El(⟨c, A⟩)
= Ec .

(2) By functoriality of the nerve ν : Cat → Ĉ, a sequence of Grothendieck
universes

Setα ⊆ Setβ ⊆ ...

in Set gives rise to a (cumulative) sequence of type-theoretic uni-
verses

Vα ↣ Vβ ↣ ...

in Ĉ. More precisely, there is a sequence of cartesian squares,

V̇α V̇β . . .

Vα Vβ . . . ,

⌟ ⌟ (106)

in the image of ν : Cat −→ Ĉ, classifying small maps in Ĉ of
increasing size, in the sense of Proposition 82.

(3) Let α = 2 so that 1 → 2 is the subobject classifier of Set, and

1 = ˙Setop2 −→ Setop2 = 2

is then a classifier in Cat for sieves, i.e. full subcategories S ↪→ A

closed under the domains of arrows a → s for s ∈ S. The nerve
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V̇2 → V2 is then the usual subobject classifier 1 → Ω of Ĉ,

V̇2 ν1 1

V2 ν2 Ω

∼

∼

(107)

(4) For any X ∈ Ĉ, we have an equivalence

Ĉ/X ≃
∫̂

C
X ≃ dFib/∫

C
X

where, generally, dFib/D is the category of discrete fibrations over
a category D. This equivalence commutes with composition along
discrete fibrations, in the sense that the forgetful functor

X! : Ĉ/X → Ĉ

given by composition along X → 1 agrees (up to canonical isomor-
phism) with the base change (pX)! ⊣ (pX)

∗ of presheaves along the
projection pX :

∫
C

X → C, and with composition along the discrete
fibration pX, as indicated in:

Ĉ/X
∫̂

C
X dFib/∫

C
X

Ĉ Ĉ dFib/C.

X!

∼

(pX)!

∼

pX◦(−)

∼ ∼

(108)

It follows that the pullback functor X∗ : Ĉ → Ĉ/X commutes
with the corresponding right adjoints (one of which is the nerve),
and therefore preserves the respective universes,

X∗VC
∼= (pX)

∗νC(Set
op) ∼= ν∫

C
X(Set

op) ∼= V∫
C

X .

Corollary 83. Let V̇α → Vα classify α-small maps in Ĉ, as in Proposition 82.
Then for any X ∈ Ĉ, the pullback X∗V̇α → X∗Vα classifies α-small maps in
Ĉ/X .

Classifying trivial fibrations. Returning now to the presheaf category
cSet = Set2

op
of cubical sets, recall from section 2 that (uniform) trivial

fibration structures on a map A → X correspond bijectively to relative
+-algebra structures over X (definition 13). A relative +-algebra structure
on A → X is an algebra structure for the pointed polynomial endofunctor
+X : cSet/X −→ cSet/X, where recall from (2),

A+ = ∑
φ:Φ

A[φ] over X.
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A +-algebra structure is then a retract α : A+ → A over X of the canonical
map ηA : A → A+,

A

!!

ηA
//

=

��

A+ α //

��

A

}}

X.

(109)

In more detail, let us write A → X as a family (Ax)x∈X, so that A =
∑x:X Ax → X. Since the +-functor acts fiberwise, the object A+ in (109) is
then the indexing projection

∑
x:X

A+
x → X.

Working in the slice cSet/X, the (relative) exponentials (internal Hom’s)
[A+, A] and [A, A] and the “precomposition by ηA” map [ηA, A], fit into
the following pullback diagram

+Alg(A)

��

// [A+, A]

[ηA,A]
��

1
′idA

′
// [A, A].

(110)

The constructed object +Alg(A) → X over X is then the object of +-algebra
structures on A → X, in the sense that sections X → +Alg(A) correspond
uniquely to +-algebra structures on A → X. Moreover, +Alg(A) → X is
stable under pullback, in the sense that for any f : Y → X, we have two
pullback squares,

f ∗A

��

// A

��

Y
f

// X

+Alg( f ∗A)

OO

// +Alg(A)

OO

(111)

because the +-functor, exponentials and pullbacks occurring in the con-
struction of +Alg(A) → X are themselves all stable.

It then follows from Proposition 82 that, if A → X is small, then +Alg(A) →
X is itself a pullback of the analogous object +Alg(V̇) → V constructed
from the universal small family V̇ → V of Proposition 82, so there are two
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pullback squares:

A

��

// V̇

��

X
χA

// V

+Alg(A)

OO

// +Alg(V̇)

OO

(112)

Proposition 84. There is a universal small trivial fibration

˙TFib → TFib.

Every small trivial fibration A → X is a pullback of ˙TFib → TFib along a
canonically determined classifying map X → TFib.

A

��

// ˙TFib

��

X // TFib

(113)

Proof. We can take

TFib := +Alg(V̇),
which comes with its projection +Alg(V̇) → V as in diagram (112). Now
define pt : ˙TFib → TFib by pulling back the universal small family,

˙TFib

pt

��

// V̇
p
��

TFib // V .

Consider the following diagram, in which all the squares (including the
distorted ones) are pullbacks, with the outer one coming from proposition
82 and the lower one from (112).

A

��

qA
//

''

V̇

p

��

˙TFib

pt

��

==

TFib(A)

##

// TFib

!!

X
χA

//α

WW

α′

77

V .

(114)
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A trivial fibration structure α on A → X is a section the object of +-algebra
structures on A, occurring in the diagram as

TFib(A) := +Alg(A),

the pullback of TFib = +Alg(V̇) along the classifying map χA : X →
V for the small family A → X. Such sections correspond uniquely to
factorizations α′ of χA as indicated, which in turn induce pullback squares
of the required kind (113).

Note that the map pt : ˙TFib → TFib has a canonical trivial fibration
structure. Indeed, consider the following diagram, in which both squares
are pullbacks.

˙TFib

pt

��

// V̇

��

TFib // V

TFib( ˙TFib)

OO

// TFib(V̇)

OO

(115)

TFib(V̇) is the object of trivial fibration structures on V̇ → V , and its
pullback TFib( ˙TFib) is therefore the object of trivial fibration structures on
pt : ˙TFib → TFib. Thus we seek a section of TFib( ˙TFib) → TFib. But
recall that TFib = TFib(V̇) by definition, so the lower pullback square is
the pullback of TFib(V̇) → V against itself, which does indeed have a
distinguished section, namely the diagonal

∆ : TFib(V̇) → TFib(V̇)×V TFib(V̇).
□

We record the following notation and corresponding fact from the fore-
going proof for future reference:

Lemma 85. The classifying type TFib(A) := +Alg(A) → X for trivial fibration
structures on a map A → X is stable under pullback, in the sense that for any
f : Y → X, we have two pullback squares,

f ∗A

��

// A

��

Y
f

// X

TFib( f ∗A)

OO

// TFib(A)

OO

(116)

Since the universal small trivial fibration ˙TFib → TFib in cSet from
Proposition 84 was constructed as TFib = TFib(V̇) for the universal small



CARTESIAN CUBICAL MODEL CATEGORIES 65

family V̇ → V , which in turn is stable under pullback by Corollary 83, we
also have:

Corollary 86. The base change of the universal small trivial fibration

˙TFib → TFib

in cSet along I∗ : cSet → cSet/I is a universal small trivial fibration in cSet/I.

Classifying fibrations. In order to classify fibrations A ↠ X, we shall
proceed as for trivial fibrations by constructing, for any map A → X, an
object Fib(A) → X of fibration structures which, moreover, is stable under
pullback. We then apply the construction to the universal small family
V̇ → V of Proposition 82 to obtain a universal small fibration. Here we
will of course need to distinguish between biased and unbiased fibrations.
In Lemma 87, we first construct a stable classifying type Fib(A) → X for
δ-biased fibration structures on any map A → X in cSet/I where δ is
the generic point. In Lemma 90 we then transfer the construction along
the base change I∗ : cSet → cSet/I to obtain a classifier Fib(A) → X for
unbiased fibration structures on any A → X in cSet.

The construction of Fib(A) → X for biased fibration structures with
respect to a point δ : 1 → I is already a bit more involved than was that
of TFib(A) → X. In particular, it requires the codomain I of δ to be tiny,
which is indeed the case for the generic point δ : 1 → I∗I in cSet/I by
Lemma 8.

The classifying type of biased fibration structures. A classifying type Fib(A) →
X of (uniform, δ-biased) fibration structures on a map p : A → X, as
defined in Section 3, can be constructed as follows.

(1) First form the pullback-hom δ⇒ p : AI → XI ×X A with the point
δ : 1 → I, as indicated in the following diagram.

AI

(pA)
I

))

δ⇒p

##

Aδ

��

XI ×X A

��

// A

p
��

XI
Xδ

// X

(117)

(2) A fibration structure on p : A → X is then a relative +-algebra
structure on δ ⇒ p in the slice category over its codomain XI ×X A.
To construct a classifier for such structures, let us first relabel the
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objects and arrows in diagram (117) as follows:

ϵ := Xδ : XI → X

Aϵ := XI ×X A
ϵA := δ ⇒ p

so that the working part of (117) becomes:

AI

ϵA   

Aϵ

pϵ
��

// A
p
��

XI
ϵ
// X

(118)

(3) Now a relative +-algebra structure on ϵA (Definition 13) is a retract
α over Aϵ of the unit η, as indicated below, where D is simply
the domain of the map (ϵA)

+ resulting from applying the relative
+-functor in the slice category over Aϵ to the object ϵA.

AI

ϵA   

η
// D

α
yy

(ϵA)
+

��

Aϵ

pϵ

��

// A

p
��

XI
ϵ
// X

(119)

(4) As in the construction (110), there is an object TFib(ϵA) = +Alg(ϵA)
over Aϵ of relative +-algebra structures on ϵA, the sections of which
correspond uniquely to relative +-algebra structures on ϵA (and
thus to fibration structures on A).

AI

ϵA

��

η
// D

α
yy

(ϵA)
+

��

TFib(ϵA) // Aϵ

pϵ

��

// A

p
��

XI
ϵ
// X

(120)

(5) Sections of TFib(ϵA) −→ Aϵ then correspond to sections of its
push-forward along pϵ, which we shall call FA:

FA := (pϵ)∗TFib(ϵA) .
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AI

ϵA

��

η
// D

α
yy

(ϵA)
+

��

TFib(ϵA) // Aϵ

pϵ

��

// A

p
��

FA // XI
ϵ
// X

(121)

(6) One might now try taking another pushforward of FA → XI along
ϵ : XI → X to get the object Fib(A) → X that we seek, but unfor-
tunately, this would not be stable under pullback along arbitrary
maps Y → X, because the evaluation ϵ = Xδ : XI → X is not stable
in that way. Instead we use the root functor, i.e. the right adjoint of
the pathspace, (−)I ⊣ (−)I (Proposition 4).

Let f : FA → XI be the map (pϵ)∗TFib(ϵA) indicated in (121),
and let η : X → (XI)I be the unit of the root adjunction at X. Then
define Fib(A) → X by

Fib(A) := η∗ fI

as indicated in the following pullback diagram.

Fib(A)

��

// (FA)I

fI
��

X
η
// (XI)I

(122)

By adjointness, sections of Fib(A) → X then correspond bijectively
to sections of f : FA → XI.

Lemma 87. For any map A → X in cSet/I, the map Fib(A) → X in (122)
is a classifying type for δ-biased fibration structures: sections of Fib(A) →
X correspond bijectively to δ-biased fibration structures on A → X, and the
construction is stable under pullback in the sense that for any f : Y → X, we
have two pullback squares,

f ∗A

��

// A

��

Y
f

// X

Fib( f ∗A)

OO

// Fib(A)

OO

(123)
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Proof. It is clear from the construction that fibration structures on A → X
correspond bijectively to sections of Fib(A) → X. We show that Fib(A) →
X is also stable under pullback. To that end, the relevant steps of the
construction are recalled schematically below.

AI

ϵA

��

TFib(ϵA) // Aϵ

pϵ

��

// A

p
��

FA // XI
ϵ
// X Fib(A)oo

(124)

Now consider the following diagram, in which the right hand side con-
sists of the data from (124), and the front, central square is a pullback.

BI //

ϵB

��

AI

ϵA

��

TFib(ϵB) // Bϵ

��
""

// Aϵ

��
||

TFib(ϵA)oo

FB // YI

""

33B //

��

A

��

XI

||

FAoo

Fib(B) // Y
f
// X Fib(A)oo

(125)

As in the proof of Lemma 69, on the left side we repeat the construction
with B → Y in place of A → X. The left face of the indicated (distorted)
cube is then also a pullback, whence the back (dotted) face is a pullback,
since the two-story square in back is the image of the front pullback square
under the right adjoint (−)I. Finally, the top rectangle in the back is there-
fore also a pullback.

It follows that TFib(ϵB) is a pullback of TFib(ϵA) along the upper dotted
arrow, as in Lemma 85, and so the pushforward FB is a pullback of the
corresponding FA, along the lower dotted arrow (which is f I), by the Beck-
Chevalley condition for the dotted pullback square. Let us record this for
later reference:

FB ∼= ( f I)∗FA. (126)

It remains to show that Fib(B) is a pullback of Fib(A) along f : Y → X,
and now it is good that we did not take these to be pushforwards of FB
and FA, because the floor of the cube need not be a pullback, and so the
Beck-Chavalley condition would not apply. Instead, consider the following
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diagram.

Fib(B)

{{

��

// Fib(A)

��

$$

(FB)I

��

// (FA)I

��

Y
η

zz

f
// X

η

$$

(YI)I
( f I)I

// (XI)I

(127)

The sides of the cube are pullbacks by the construction of Fib(A) and
Fib(B). The front face is the root of the pullback (126) and is thus also a
pullback, since the root is a right adjoint. The base commutes by naturality
of the unit of the adjunction, and so the back face is also a pullback, as
required. □

Now let us apply the foregoing construction of Fib(A) to the universal
family V̇ → V to get Fib(V̇) → V , and define the universal small (δ-biased)
fibration in cSet/I by setting Fib := Fib(V̇) and ˙Fib ↠ Fib by pulling back
the universal family,

˙Fib

��

// V̇
p
��

Fib // V .

(128)

The proof of the following then proceeds just as that given for ˙TFib → TFib
in Proposition 84.

Proposition 88. The map ˙Fib → Fib constructed in (128) is a universal small
δ-biased fibration in cSet/I: every small δ-biased fibration A ↠ X in cSet/I is
a pullback of ˙Fib ↠ Fib along a canonically determined classifying map X → Fib.

A

����

// ˙Fib

����

X // Fib

(129)

Remark 89. Proposition 88 made no use of the fact that we were working in
the slice category cSet/I with δ : 1 → I the generic point. It holds equally
for δ-biased fibrations with respect to any point δ : 1 → I of a tiny object I.
Thus e.g. it could be used (with obvious adjustment) to construct a classi-
fier for the {δ0, δ1}-biased fibrations of Section 3 in (Cartesian, Dedekind,
or other varieties of) cubical sets cSet.
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The classifying type of unbiased fibration structures. In order to classify un-
biased fibration structures on maps A → X in cSet, we first apply the
pullback I∗ : cSet → cSet/I and take the classifier Fib(I∗A) → I∗X for δ-
biased fibration structures, then apply the pushforward I∗ : cSet/I → cSet
and pull the result I∗Fib(I∗A) → I∗I∗X back along the unit X → I∗I∗X.

To show that this indeed classifies unbiased fibration structures on A →
X, let us first rename the classifying type from Lemma 87, which was
constructed over I, to Fibi(I∗A) → I∗X, and then apply I∗ to get the map,

Πi:IFibi(I∗A) := I∗(Fibi(I∗A)) −→ XI

in cSet. Then, as just said, we define the desired map Fib(A) → X as the
pullback along the unit ρ : X → XI of I∗ ⊣ I∗ as indicated below.

Fib(A)

��

// Πi:IFibi(I∗A)

��

X
ρ

// XI

(130)

It now follows immediately from the adjunction I∗ ⊣ I∗ that sections of
Fib(A) → X correspond bijectively to sections of Fibi(I∗A) → I∗X over I,
and thus to unbiased fibration structures on A → X.

Lemma 90. For any map A → X in cSet, the map Fib(A) → X in (130) is
a classifying type for unbiased fibration structures: sections of Fib(A) →
X correspond bijectively to unbiased fibration structures on A → X, and the
construction is stable under pullback in the expected sense (as in Lemma 87).

Proof. It remains only to check the stability, but since both of the adjoints
in I∗ ⊣ I∗ : cSet/I → cSet preserve pullbacks, this follows easily from the
fact that the classifying types Fibi are stable under pullback by Lemma
87. □

Finally, we can again take Fib := Fib(V̇) to now obtain a universal small
unbiased fibration ˙Fib → Fib in cSet, as in (128), and the proof can conclude
just as in that for Proposition 84.

Proposition 91. The map ˙Fib → Fib just constructed is a universal small
unbiased fibration in cSet: every small unbiased fibration A ↠ X is a pullback
of ˙Fib ↠ Fib along a canonically determined classifying map X → Fib.

A

����

// ˙Fib

����

X // Fib

(131)

Remark 92. Recall from Proposition 83 that the universe in the slice cat-
egory cSet/I is the pullback of the universe V from cSet along the base
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change I∗ : cSet → cSet/I. Thus in the construction just given of the clas-
sifier ˙Fib → Fib for unbiased fibrations in cSet we are first building the
classifying type

Fibi(I∗V̇) → I∗V
for δ-biased fibration structures on the universal family in cSet/I, and then
taking a pushforward I∗ : cSet/I → cSet to obtain the (base of the) classi-
fier for unbiased fibrations as the pullback along the unit:

Fib(V̇)

��

// Πi:IFibi(I∗V̇)

��

V
ρ

// V I

(132)

We remark for later reference that this classifying type Fib = Fib(V̇) → V
for unbiased fibration structures can therefore be constructed as the push-
forward of the classifier Fibi(I∗V̇) → I∗V for δ-biased fibration structures
along the projection q : I∗V = I × V → V indicated below.

Fibi(I∗V̇)

��

Fib(V̇)

��

// Πi:IFibi(V̇)

��

I∗V q
//

��

V
ρ

//

��

V I

I // 1

(133)

We record this fact as:

Corollary 93. Fib = ΣV q∗Fibi(I∗V̇).

The reader may also find it illuminating to reconsider the construction
of the universal small unbiased fibration in more type theoretic terms. It
was defined to be ˙Fib ↠ Fib = Fib(V̇), for the universal family V̇ → V ,
with ˙Fib the pullback of V̇ → V along the canonical projection Fib(V̇) →
V . Since, type theoretically, we have V̇ = ΣA:V A, by the stability of the
classifying type Fib(−) we can write Fib = ΣA:VFib(A) so that:

˙Fib = ΣA:VFib(A)× A −→ ΣA:VFib(A) = Fib .

Realignment for fibration structure. The realignment for families of Propo-
sition 81 will need to be extended to (structured) fibrations. Our approach
makes use of the notion of a weak proposition. Informally, a map P → X
may be said to be a weak proposition if it is “conditionally contractible”,
in the sense that it is contractible if it has a section (recall that a proposi-
tion may be defined as a fibration that is “contractible if inhabited”). More
formally, we have the following.
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Definition 94. A map P → X is said to be a weak proposition if the projec-
tion P ×X P → P is a trivial fibration.

P2 P

P X.

∼ ⌟ (134)

Note that if either projection is a trivial fibration, then both are.

As an object over the base, a weak proposition is thus one that “thinks
it is contractible”. The key fact needed for realignment is the following.

Lemma 95. For any A → X, the classifying type TFib(A) → X is a weak
proposition. Moreover, the same is true for Fib(A) → X (both the biased and un-
biased versions) if the cofibrations are closed under exponentiation by the interval
I.

Proof. Let A → X and consider the following diagram, in which we have
written A′ = TFib(A)×X A and TFib(A)2 = TFib(A)×X TFib(A).

A′ A

TFib(A)2 TFib(A)

TFib(A) X

⌟

⌟

(135)

Since TFib is stable under pullback (by Lemma 85), we have TFib(A)2 ∼=
TFib(A′), and since TFib(A)2 has a canonical section, A′ → TFib(A)
is therefore a trivial fibration. Inspecting the definition of TFib(A) =
+Alg(A) in (110), we see that if a map A → X is a trivial fibration, then
so is TFib(A) → X (since η : A → A+ is always a cofibration). Thus
TFib(A)2 ∼= TFib(A′) → TFib(A) is also a trivial fibration.

For Fib(A) → X, with reference to the construction (124) we use the
foregoing to infer that TFib(ϵA) → Aϵ is a weak proposition, and so there-
fore is its pushforward FA = (pϵ)∗TFib(ϵA) → XI along the projection
pϵ : Aϵ = X I ×X A → XI, since pushforward clearly preserves weak
propositions. Applying the root (−)I preserves trivial fibrations, by the
assumption that its left adjoint (−)I preserves cofibrations, and so, as a
right adjoint, it also preserves weak propositions. Therefore (FA)I → (XI)I
is a weak proposition, but then so is its pullback along the unit X → (XI)I,
which is Fibi(A) → X, the classifier for δ-biased fibration structures. The
same reasoning shows that Fib(A) = ρ∗Πi:IFibi(I∗A) (as in (130)) is also a
weak proposition. □

In light of Lemma 95 we shall assume as a final axiom on cofibrations:
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(C8) The pathobject functor preserves cofibrations: thus c : A ↣ B im-
plies cI : AI ↣ BI.

Now, by Propositions 88 and 91 we have universal small δ-biased and
unbiased fibrations, the former in cSet/I, the latter in cSet. The following
remarks apply to both, which we refer to neutrally as U̇ ↠ U . The base
object U is (the domain of) the classifying type Fib(V̇) → V , where V̇ → V
is the universal small family. Type theoretically, this object can be written
as

U = ΣE:VFib(E) ,

which comes with the canonical projection

U = ΣE:VFib(E) −→ V .

In these terms, a fibration E ↠ X is a pair ⟨E, e⟩, consisting of the underly-
ing family E → X, equipped with a fibration structure e : Fib(E). Lemma
95 then allows us to establish the following, which was first isolated in
[Shu15] (as condition (2’), also see [GSS22]). It holds for both biased and
unbiased fibrations, and will be used in the sequel to “correct” the fibra-
tion structure on certain maps.

Lemma 96 (Realignment for fibrations). Given a fibration F ↠ X and a cofi-
bration c : C ↣ X, let fc : C → U classify the pullback c∗F ↠ C. Then there is
a classifying map f : X → U for F with f ◦ c = fc.

c∗F U̇

F

C U

X
c

fc

f

(136)

Proof. First, let | fc| : C → V be the composite of fc : C → U with the
canonical projection U → V , thus classifying the underlying family c∗F →
C. Next, let f0 : X → V classify the underlying family F → X. We may
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assume that f0 ◦ c = | fc| by realignment for families, Proposition 81.

c∗F U̇ V̇

F

C U V

X
c

fc

f0

(137)

Since F ↠ X is a fibration, there is a lift f1 : X → U of f0 classifying the
fibration structure. We thus have the following commutative diagram in
the base of (137).

C U V

X U V

c
fc

| fc|

f1

f0

(138)

Now pull U → V back against itself and rearrange the previous data to
give (the solid part of) the following, which also commutes.

C U ×V U U

X U V

c
⟨ f1c, fc⟩

fc

π2

π1
⌟

f1

f2

f0

(139)

Since U = Fib(V̇) → V is a weak proposition by Lemma 95 and (C8), the
projection π1 : U ×V U ↠ U is a trivial fibration, so there is a diagonal filler
f2 : X → U ×V U as indicated. Taking f := π2 ◦ f2 : X → U ×V U → U
gives another classifying map for the fibration structure on F → X, for
which f ◦ c = fc as required. □

7. The equivalence extension property

The equivalence extension property is closely related to the univalence
of the universal fibration U̇ ↠ U constructed in section 6 (see [Shu15]).
It will be used in section 8 to show that the base object U is fibrant. The
proof of the equivalence extension property given here is a reformulation
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of a type-theoretic argument due to Coquand [CCHM18], which in turn is
a modification of the original argument of Voevodsky [KL21]. See [Sat17]
for another reformulation.

The sliced premodel structure. We begin by recalling some basic facts
and making some simple observations that are well-known in general
model categories, but need to be checked again here, because we do not
yet have a full model structure. The reader is reminded that the word
“fibration” unqualified always refers to unbiased fibrations as in Definition
25. First, for any object Z ∈ cSet, the slice category cSet/Z inherits the
premodel structure of Proposition 43 from cSet via the forgetful functor

Z! : cSet/Z −→ cSet .

In more detail:

Definition 97. A map f : X → Y over Z is a (trivial) cofibration or (trivial)
fibration over Z just if it is one in cSet after forgetting the Z-indexing via
Z! : cSet/Z → cSet. This will be called the (relative or) sliced premodel
structure on cSet/Z. Accordingly, a map f : X → Y over Z will be called a
weak equivalence over Z just if it factors over Z as a trivial fibration over Z
after a trivial cofibration over Z, which therefore holds just if it is a weak
equivalence in cSet after forgetting the Z-indexing.

That the specification in Definition 97 actually does determine a pre-
model structure is a consequence of Proposition 43, and the well-known
fact that (pre-)model structures are stable under slicing in this way [Hir03].
In more detail:

Lemma 98. A map f : X → Y over Z is a fibration (respectively, a trivial
fibration) over Z if, and only if, it lifts on the right in the slice category cSet/Z
against all trivial cofibrations (respectively, cofibrations) over Z.

Proof. Let X
f→ Y

pY−→ Z, regarded as a map in the slice category over Z,
with pX = pY ◦ f : X → Z. Then by definition f is a fibration in cSet/Z
just if f : X → Y is a fibration in the total category cSet, which holds just
if f lifts on the right against all trivial cofibrations t : A ↣ B in cSet. But
every lifting problem of the form t ⋔ f in cSet,

A X

B Y

Z

t

x

f

y
pY

gives rise to a corresponding one over Z, just by composing everything

with pY : Y → Z. Moreover, the evident resulting map A
t
↣ B → Z is
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then a trivial cofibration over Z, and every such lifting problem for f over
Z arises in this way. Finally, the diagonal fillers for the resulting lifting
problem in cSet/Z are exactly the diagonal fillers for the original one in
cSet. Thus the map f over Z is a fibration over Z just in case it lifts on the
right over Z against all trivial cofibrations over Z, as claimed. The case of
trivial fibrations and cofibrations is exactly analogous. □

Lemma 99. A map f : X → Y over Z is a cofibration (respectively, a trivial
cofibration) over Z if, and only if, it lifts on the left in the slice category cSet/Z
against all trivial fibrations (respectively, fibrations) over Z.

Proof. Let X
f→ Y

pY−→ Z, regarded as a map in the slice category over Z,
with pX = pY ◦ f : X → Z. Then by definition f is a cofibration in cSet/Z
just if Z! f : Z!X → Z!Y is a cofibration in the total category cSet, which
holds just if Z! f lifts on the left against all trivial fibrations t : E ↠ F in
cSet. But every lifting problem of the form Z! f ⋔ t in cSet,

X E

Y F

Z

f

x

t

y
pY

gives rise to a corresponding one over Z of the form f ⋔ Z∗t, by pulling
t back along Z → 1. Moreover, since trivial fibrations are stable under
pullback in cSet, the pullback Z∗t is a trivial fibration, and so Z∗t is a
trivial fibration over Z. Thus f is a cofibration in cSet/Z if and only if
f ⋔ Z∗t in cSet/Z for all trivial fibrations t : E ↠ F in cSet.

Now observe that for any map A
g→ B

pB−→ Z over Z, with pA = pB ◦ g,
the following unit square is a pullback, as indicated below,

A Z∗Z! A Z × A

B Z∗Z! A Z × B

Z Z Z,

g

ηA

⌟
Z∗Z!g Z×g

ηB
(140)

because the graph ηA = ⟨pA, 1Z⟩ : A → Z × A is a pullback of ∆A =
⟨1Z, 1Z⟩ : Z → Z × Z along 1Z × pA : Z × A → Z × Z, and similarly for

ηB. Thus in particular, every trivial fibration A
g
↠ B

pB−→ Z over Z is a
pullback over Z of one of the form Z∗g : Z∗A ↠ Z∗B for a trivial fibration
g : A ↠ B in cSet. Therefore f is a cofibration in cSet/Z if and only if f ⋔ g
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in cSet/Z for all trivial fibrations g : A ↠ B in cSet/Z, as claimed. The case
of trivial cofibrations and fibrations is exactly analogous. □

Since factoring a map in the slice category is evidently given simply by
factoring it after forgetting the indexing, we now have:

Proposition 100. The specification in Definition 97 determines a premodel struc-
ture on cSet/Z for any object Z ∈ cSet.

The reader is warned that when Z = I there is a possibility of confusion
with the δ-biased fibrations in cSet/I, which do not in general agree with
the I-sliced (unbiased) fibrations.

In order to verify the axioms (C1)-(C8) for cofibrations, let Z∗1 ⇒ Z∗I
in cSet/Z be the result of pulling the interval 1 ⇒ I back along Z → 1, to
obtain a bipointed object in cSet/Z that we shall write as,

δ0, δ1 : 1Z ⇒ IZ . (141)

Observe that 1Z + 1Z ∼= Z∗1 + Z∗1 ↣ Z∗I since the pullback functor Z∗ :
cSet → cSet/Z preserves (co)limits and cofibrations.

Proposition 101. Taking δ0, δ1 : 1Z ⇒ IZ as an interval, the axioms (C1)-(C8)
for cofibrations are satisfied in cSet/Z

Proof. (sketch) The (relative) cofibration classifier in cSet/Z is the pullback
Z∗t : Z∗1 ↣ Z∗Φ, which we shall write as

tZ : 1Z ↣ ΦZ . (142)

For axiom (C8), observe that for a map c : A → B in cSet/Z, the exponential
cIZ : AIZ → AIZ in cSet/Z fits into a unit pullback square of the form (140),

AIZ Z∗Z!(AIZ) Z∗(Z!(A)I)
BIZ Z∗Z!(BIZ) Z∗(Z!(B)I)cIZ

ηA

⌟
Z∗Z!(cIZ )

∼=

Z∗
(

Z!(c)I
)

ηB ∼=

(143)

So if c is a cofibration, so is cIZ . The other axioms are routine. □

Lemma 102. For any cubical set Z, we have the following relative versions of the
pushout-product and pullback-hom conditions involving the interval in the slice
category cSet/Z.

(1) If c : A ↣ B is a cofibration in cSet/Z, then the pushout-product formed
in cSet/Z with δ0 : 1Z ↣ IZ, written

c ⊗Z δ0 : B +A (A ×Z IZ) −→ B ×Z IZ ,

is a trivial cofibration (and similarly for δ1 : 1Z ↣ IZ).
(2) If f : X ↠ Y is a fibration in cSet/Z, then the pullback-hom formed in

cSet/Z with δ0 : 1Z ↣ IZ, written

δ0 ⇒Z f : XIZ −→ YIZ ×Z X ,

is a trivial fibration (and similarly for δ1 : 1Z ↣ IZ).
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Proof. For (1), the pushout-product c ⊗Z δ0 : D → B ×Z IZ over Z is equal
to the (non-relative) pushout-product c ⊗ δ0 : D → B × I, because Z∗δ0 :
Z∗1 → Z∗I is constant over Z, so

B ×Z IZ ∼= B × I ,

and similarly for A (and pushouts in the slice are created by the forgetful
functor cSet/Z → cSet). Thus, briefly,

c ⊗Z Z∗δ0 = c ⊗ δ0 ,

which is indeed a trivial cofibration.
(2) follows from (1) and lemma 99, together with the usual adjunction

between ⊗Z and ⇒Z. □

In order to apply the results on weak equivalences from section 4 in
arbitrary slice categories cSet/Z we shall also require the notions of homo-
topy equivalence over Z and weak homotopy equivalence over Z. We first
use the relative interval δ0, δ1 : 1Z ⇒ IZ (141) to define homotopy between
maps over Z in the expected way, namely:

Definition 103. For any object Z and maps f , g : X ⇒ Y in cSet/Z, a
homotopy over Z, written

ϑ : f ∼Z g ,

is a map over Z,

ϑ : IZ ×Z X −→ Y,

such that ϑ ◦ ι0 = f and ϑ ◦ ι1 = g,

X
ι0 //

f
##

IZ ×Z X

ϑ
��

X,
ι1oo

g
{{

Y

(144)

where, as usual, ι0, ι1 are the canonical inclusions into the ends of the
cylinder,

ιϵ : X ∼= 1Z ×Z X
δϵ×ZX

// IZ ×Z X , ϵ = 0, 1.

Lemma 104. For any object Z and maps f , g : X ⇒ Y in cSet/Z, a homotopy
over Z determines a homotopy of the underlying maps by applying the functor
Z! : cSet/Z → cSet that forgets the Z-indexing,

ϑ : f ∼Z g 7→ Z!ϑ : Z! f ∼ Z!g .
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Proof. Consider the following diagram depicting a homotopy ϑ : f ∼Z g
over Z.

X Y

I I × Z IZ ×Z X

1 Z X Z

ι1ι0

f

g

ϑ

Since the lower left two squares are pullbacks, we have IZ ×Z X ∼= I × X.
So applying Z! to ϑ results in a homotopy Z!ϑ : Z! f ∼ Z!g.

Note that an arbitrary homotopy φ : f ∼ g will not result in one over Z,
however, unless φ commutes with the indexing maps to Z. □

Proposition 105. For any object Z, the relation of homotopy over Z between
maps f , g : X ⇒ Y over Z is preserved by pre- and post-composition. If X ↠ Z
and Y ↠ Z are both fibrations, then the relation f ∼Z g of maps between them is
an equivalence relation.

The proof is essentially the same as the corresponding one for homotopy
over 1, Proposition 45, with the exception that both X and Y are required
to be fibrant objects over Z, so that the exponential YX over Z is also a
fibration YZ ↠ Z (by Corollary 74).

Next we define a connected components functor on the full subcategory
FibZ ↪→ cSet/Z of fibrations over Z,

(π0)Z : FibZ → Set ,

by taking the global sections of a fibration F ↠ Z, modulo the relation ∼Z
of homotopy over Z. In more detail, for F ↠ Z in FibZ let (π0)Z(F) be the
coequalizer,

HomZ(IZ, F) ⇒ HomZ(1Z, F) → (π0)Z(F) , (145)

where the two maps are given by precomposition with the interval 1Z ⇒ IZ
over Z, and the Hom-sets are those in cSet/Z.

For fibrations X ↠ Z and F ↠ Z we then again have

(π0)Z(FX) = HomZ(X, F)/∼Z ,

so (π0)Z(FX) is the set [X, F]Z of Z-homotopy equivalence classes of maps
X → F over Z. For maps over a base object Z, we can then define the
notions of homotopy equivalence over Z and, between fibrations, weak
homotopy equivalence over Z as before (cf. Section 4):

Definition 106. Let Z be any object in cSet, and let X → Z and Y → Z be
regarded as objects over Z.
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(1) A map f : X → Y over Z is a homotopy equivalence over Z if there is
a map g : Y → X over Z and two homotopies over Z,

ϑ : g ◦ f ∼Z 1X, φ : f ◦ g ∼Z 1Y .

(2) For X ↠ Z and Y ↠ Z fibrations, a map f : X → Y over Z is a
weak homotopy equivalence over Z if for every fibration F ↠ Z, the
precomposition map over Z,

F f : FY → FX ,

is bijective on connected components,

(π0)Z(F f ) : (π0)Z(FY) ∼= (π0)Z(FX) ,

where the indicated exponentials are taken in the slice category.

The proof of the following is analogous to that of the corresponding
facts for the case Z = 1 (Lemmas 47 and 53).

Lemma 107. The homotopy equivalences over any object Z satisfy the 3-for-2
condition, as do the weak homotopy equivalences over Z.

Proposition 108. For any object Z and fibrations X ↠ Z and Y ↠ Z, the
following conditions are equivalent for any map f : X → Y over Z.

(1) f : X → Y is a weak equivalence over Z,
(2) f : X → Y is a homotopy equivalence over Z,
(3) f : X → Y is a weak homotopy equivalence over Z,

Proof. Let f : X → Y be a weak equivalence. Factor f = t f ◦ tc with a
trivial cofibration tc : X ↣ F followed by a trivial fibration t f : F ↠ Y,
both of which are then also over Z.

F

X Y

Z

t ftc

p

f

q

The proof of Proposition 58 (1⇒2) now applies over Z, mutatis mutandis,
to show that tc : X ↣ F is a homotopy equivalence over Z. Similarly,
the proof of Lemma 48 also works over Z to show that t f : F ↠ Y is a
homotopy equivalence over Z. Thus f = t f ◦ tc is a homotopy equivalence
over Z.

Any homotopy equivalence over Z is clearly a weak homotopy equiv-
alence over Z, by the same proof as for Lemma 52 (using the fact that
X ↠ Z and Y ↠ Z in order to form the required exponentials).

If f : X → Y is a weak homotopy equivalence, then factor it as f = t f ◦ c
with a cofibration c : X ↣ F followed by a trivial fibration t f : F ↠ Y,
both of which are also over Z. We thus just need to show that c : X ↣ F
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is a trivial cofibration. As in the first step, t f : F ↠ Y is a homotopy
equivalence over Z, whence a weak homotopy equivalence by the second
step, and so by 3-for-2 for weak homotopy equivalences over Z, Lemma
107, c : X ↣ F is also a weak homotopy equivalence over Z. Now, as
in the proof of Proposition 58, factor c = f ◦ tc as a trivial cofibration
tc : X ↣ C followed by a fibration f : C ↠ F, both over Z. By steps
1 and 2, tc : X ↣ C is then a weak homotopy equivalence over Z. By
3-for-2 for weak homotopy equivalences, Lemma 107, f : C ↠ F is also a
weak homotopy equivalence over Z. It remains to show that the fibration
f : C ↠ F is a weak equivalence. This follows by repeating the reasoning
for Lemma 57, and the results leading up to it, over Z. □

Using Lemma 107 we now have:

Corollary 109. For any object Z, the weak equivalences between fibrations into
Z satisfy the 3-for-2 condition.

Remark 110. Our immediate goal has been to show Corollary 109, which
will be used to establish the equivalence extension property. Proposition
112 below, which assumes the fibration extension property, will emphat-
ically not be used in the sequel, but is included here simply to complete
the study of the relative (pre)model structure.

Lemma 111. Let f : X → Y be any map over Z.
(1) If f : X → Y is homotopy equivalence over Z, then Z! f : Z!X → Z!Y is

a homotopy equivalence.
(2) If X ↠ Z and Y ↠ Z are fibrations and f : X → Y is weak homo-

topy equivalence over Z, then Z! f : Z!X → Z!Y is a weak homotopy
equivalence.

Proof. (1) is immediate from the fact that Z! preserves homotopies, Lemma
104. For (2), let f : X → Y be a weak homotopy equivalence over Z
between fibrations X ↠ Z and Y ↠ Z, and let K be any fibrant object in
cSet. Consider the internal precomposition map,

KZ! f : KZ!Y → KZ!X ,

which we would like to show is a bijection under π0 : cSet → Set. Since
K ↠ 1 is a fibration, so is its pullback Z∗K ↠ Z. Therefore, since f : X → Y
is weak homotopy equivalence over Z, the precomposition map over Z,

(Z∗K) f : (Z∗K)Y → (Z∗K)X ,

is bijective on connected components,

(π0)Z
(
(Z∗K) f ) : (π0)Z

(
(Z∗K)Y) ∼= (π0)Z

(
(Z∗K)X) .

But now observe that in the coequalizer (145) that defines (π0)Z
(
(Z∗K)X),

we have
HomZ(1Z, (Z∗K)X) ∼= HomZ(X, (Z∗K))

∼= Hom(Z!X, K) ∼= Hom(1, KZ!X) ,
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and similarly

HomZ(IZ, (Z∗K)X) ∼= HomZ(Z∗I × X, Z∗K)
∼= HomZ(I × Z!X, K) ∼= Hom(I, KZ!X) .

Thus (π0)Z((Z∗K)X) ∼= (π0)(KZ!X), and the same is true with Y in place
of X. So KZ! f : KZ!Y → KZ!X is also bijective on connected components. □

Proposition 112. Let Z be any object in cSet and X ↠ Z and Y ↠ Z fibra-
tions. For any map f : X → Y over Z, the following conditions are equivalent,
assuming the fibration extension property, Corollary 123.

(1) f : X → Y is a weak equivalence over Z.
(2) f : X → Y is a homotopy equivalence over Z.
(3) f : X → Y is a weak homotopy equivalence over Z.
(4) Z! f : Z!X → Z!Y is a weak equivalence.
(5) Z! f : Z!X → Z!Y is a homotopy equivalence in cSet.
(6) Z! f : Z!X → Z!Y is a weak homotopy equivalence in cSet.

Proof. In Proposition 108 we showed the implications 1 ⇔ 2 ⇔ 3. We also
have 1 ⇔ 4 by definition, and 4 ⇒ 6 and 5 ⇒ 6 by Lemmas 55 and 52.
Moreover, by Lemma 111 we have 2 ⇒ 5 and 3 ⇒ 6. Thus all 6 conditions
will be equivalent once we have 6 ⇒ 4, which follows from Proposition 66
and the fibration extension property, Corollary 123. □

Pathobject factorizations. For any map f : X → Y in cSet, recall the
pathobject factorization f = t ◦ s indicated below.

X

=

��

s
��

f
// Y

r
��

=

&&
Pf

p f

��

p∗0 f
//

t

66YI

p0

��

p1
// Y

X
f

// Y

(146)

Here p0, p1 are the evaluations Yδ0 , Yδ1 : YI → Y at the endpoints δ0, δ1 :
1 → I, and let r := Y! for ! : I → 1, so that p0r = p1r = 1Y. Then let
p f := f ∗p0 : Pf → Y, the pullback of p0 along f , and s := f ∗r : X → Pf
(as a map over X). Finally, let t := p1 ◦ p∗0 f : Pf → Y be the indicated
horizontal composite.

We then have the following facts:
(1) The retraction p0 ◦ r = 1Y pulls back along f to a retraction p f ◦ s =

1X.
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(2) If Y is a fibrant object, then p0, p1 : YI → Y are both trivial fibra-
tions, by Proposition 32.

(3) If X and Y are both fibrant then t = p1 ◦ p∗0 f : Pf → Y is a fibration.
This can be seen by factoring the maps p0, p1 : YI ⇒ Y through the
product projections as

π0 ◦ p, π1 ◦ p : YI → Y × Y ⇒ Y

where p = (p0, p1), and then interpolating the pullback ( f , 1Y) :
X × Y → Y × Y into (146) as indicated below.

X

s
��

f
// Y

r
��

Pf

t

}}

f ∗p
��

p∗0 f
// YI

p
��

p1

!!

Y X × Y
π′

1

oo

π′
0
��

( f ,1Y)
// Y × Y

π0
��

π1
// Y

X
f

// Y

(147)

The second factor t = p1 ◦ p∗0 f : Pf → Y now appears also as
π1 ◦ ( f , 1Y) ◦ f ∗p, which is equal to the pullback f ∗p : Pf → X × Y
followed by the second projection π′

1 : X × Y → Y (which is not
a pullback). But if Y is fibrant, then p : YI → Y × Y is a fibration
by the ⊗ ⊣ ⇒ adjunction, since p = ∂ ⇒ Y (this is just as in
Proposition 32, but with the cofibration ∂ : 1 + 1 ↣ I in place of
the trivial cofibration δϵ : 1 → I). Therefore the pullback f ∗p is
also a fibration. And if X is fibrant, then the second projection π′

1 :
X × Y → Y is a fibration. Thus in this case, t = π′

1 ◦ f ∗p : Pf → Y
is a fibration, as claimed.

Summarizing (1)-(3):

Lemma 113. For any map f : X → Y there is a factorization f = t ◦ s,

X s //

f
��

Pf

p f

��

t
��

Y

(148)

in which
(1) s is a section of a map p f : Pf → X,
(2) if Y is fibrant, then p f is a trivial fibration,
(3) if both X and Y are fibrant, then t is a fibration.
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Note that the retraction p f : Pf → X of s is not over Y.

Next, if f : X → Y is a map over any base object Z in cSet, we can use
the same factorization f = t ◦ s to get a factorization in the slice category
over Z,

Pf
t

��

X
f

//

pX
  

s
??

Y

pY
~~

Z

(149)

with pY ◦ t : Pf → Z; however, the maps s, t will no longer have the
properties stated in Lemma 113, because e.g. p0 : YI → Y need not be a
trivial fibration, even when pY : Y → Z is a fibration, since the object Y
need not be fibrant if the base Z is not fibrant.

To remedy this, we can instead build a fiberwise pathobject factorization
by using the relative pathobject YIZ → Z, where the indicated exponential
is taken in the slice over Z, and the interval object IZ occurring in the ex-
ponent is the relative one from (141), i.e. the result of pulling the interval
I back from cSet along Z → 1. The pathspace factorization is then con-
structed as in (146), but now in the slice cSet/Z, using the pulled back inter-
val 1Z ⇒ IZ. Moreover, the resulting factorization f = t ◦ s : X → Pf → Y
is then stable under pullback along any map g : Z′ → Z, in the sense
that g∗(YIZ) ∼= g∗(Y)IZ′ and so g∗Pf = Pg∗ f , where g∗ f : g∗X → g∗Y, and
similarly for the factors g∗s and g∗t.

In more detail, let us review the foregoing steps in the relative case,
with reference to the following diagram.

X

=

��

s
��

f
// Y

r
��

=

&&Pf

p f

��

p∗0 f
//

t

66YIZ

p0

��

p1
// Y

X

pX
  

f
// Y

pY
}}

Z

(150)

(1) The exponential of pY : Y → Z, taken in cSet/Z, by the constant
maps Z∗δϵ : Z∗1 → Z∗I, which we write as δϵ : 1Z → IZ, are now
maps pϵ := Yδϵ : YIZ → Y over Z, for ϵ = 0, 1. The retraction
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p0 ◦ r = 1Y (with r defined accordingly) is now also over Z, and it
still pulls back along f to a retraction p f ◦ s = 1X, also over Z.

(2) If pY : Y ↠ Z is a fibration, then the maps p0, p1 : YIZ → Y over Z
are again trivial fibrations by Lemma 102, since these are pullback-
homs over Z of the form δϵ ⇒Z Y.

(3) If X ↠ Z and Y ↠ Z are both fibrations, then for the same reason
t = p1 ◦ p∗0 f : Pf → Y is a fibration.

Again, summarizing (1)-(3) in the relative case:

Lemma 114. For any map f : X → Y over any base Z ∈ cSet, there is a stable
factorization f = t ◦ s over Z,

X

��

s //

f
��

Pf

p f

��

t
��

Z Yoo

(151)

in which
(1) s : X → Pf is a section of a map p f : Pf → X over Z,
(2) if Y → Z is a fibration, then p f : Pf → X is a trivial fibration,
(3) if both X → Z and Y → Z are fibrations, then t : Pf → Y is a fibration.

Note that the retraction p f : Pf → X of s is not over Y.

The following fact concerning just the cofibration weak factorization
system will also be needed.

Lemma 115. Let p : E ↠ B be a trivial fibration and c : C ↣ B a cofibration.
Then the unit η : E → c∗c∗E over B of the base change along c,

c∗ ⊣ c∗ : cSet/C −→ cSet/B

is also a trivial fibration.

Proof. Regarding c : C ↣ B as a subobject C ↣ 1B in cSet/B, the unit map
η : E → c∗c∗E = EC is the pullback-hom c⇒B p in the slice category over
B, as shown below.

E1B

p1B

))

c⇒B p

$$

Ec

��

BI ×BC EC

��

// EC

pC

��

B1B
Bc

// BC

(152)

We use the fact that in cSet/B we have Bc : B1B ∼= 1B ∼= BC and so

(c ⇒B p) = Ec : E −→ EC ,
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which is indeed η : E → c∗c∗E = EC.

Now for any cofibration A
a
↣ X → B over B, by Lemma 21 we have an

equivalence of diagonal filling conditions in cSet/B,

a ⋔ (c⇒B p) iff (a⊗Bc) ⋔ p.

But since c : C ↣ B is a cofibration, a ⊗B c is also a cofibration, since a :
A ↣ X is one, and by axiom (C6), cofibrations are closed under pushout-
products. Thus (a ⊗B c) ⋔ p indeed holds, since p is a trivial fibration. □

Proposition 116 (Equivalence extension property). Weak equivalences ex-
tended along cofibrations in the following sense: given a cofibration c : C′ ↣ C
and fibrations A′ ↠ C′ and B ↠ C, and a weak equivalence w′ : A′ ≃ c∗B over
C′,

A′

����

∼
w′

!!

// A

����

∼
w

��

c∗B

}}}}

// B

����

C′ //
c

// C

(153)

there is a fibration A ↠ C and a weak equivalence w : A ≃ B over C that pulls
back along c : C′ ↣ C to w′, so c∗w = w′.

Proof. Call the given fibration q : B → C and let b := q∗c : c∗B → B be the
indicated pullback, which is thus also a cofibration. Let w := b∗w′ : A → B
be the pushforward of w′ along b. Composing w with q gives the map
p := q ◦w : A → C. Since b is monic, we indeed have b∗w = w′, thus filling
in all the dotted arrows in (153). Note moreover that c∗w = b∗w = w′, as
required. It remains to show that p : A → C is a fibration and w : A → B
is a weak equivalence.

A′

����

∼
w′

  

// // A

p

��

w

��

s // Pw

pw

~~

t

��

c∗B

}}}}

//

b
// B

q
~~~~

C′ //
c

// C

(154)

Let us name p′ := c∗p : A′ → C′ and B′ := c∗B and q′ := c∗q. Now let
w = t ◦ s be the (relative) pathspace factorization (150) of w, as a map over
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C. Since q : B → C is a fibration, by Lemma 114, we know that s : A → Pw
has a retraction pw : Pw → A over C which is a trivial fibration.

The pathspace factorization w = t ◦ s : A → Pw → B is stable under
pullback along c, providing a pathspace factorization of c∗w = w′ = t′ ◦ s′ :
A′ → Pw′ → B′ over C′. Since both p′ and q′ are fibrations, the retraction
pw′ : Pw′ → A′ is a trivial fibration, and now t′ : Pw′ → B′ is a fibration.

A′

p′

����

∼
w′

  

s′ // Pw′

pw′

||||

t′

����

B′

q′
~~~~

C′

(155)

Thus the composite q′ ◦ t′ : Pw′ → B′ → C′ is a fibration and there-
fore, by the retraction over C′ with the trivial fibration pw′ , we have that
s′ : A′ → Pw′ is a weak equivalence, by 3-for-2 for weak equivalences be-
tween fibrations, Corollary 109. For the same reason, t′ is then a weak
equivalence, and therefore a trivial fibration.

Since t′ = c∗t = b∗t is a trivial fibration, its pushforward b∗b∗t along b
is also one, by Corollary 18. Moreover, b∗b∗t : b∗b∗Pw → B admits a unit
η : Pw → b∗b∗Pw (over B).

A′

����

∼
w′

��

// // A

p

��

w

��

s // Pw

pw

~~

t

��

η
// b∗b∗Pw

b∗b∗t

||
B′

~~~~

//

b
// B

q
~~~~

C′ //
c

// C

(156)

We now claim that η : Pw → b∗b∗Pw is a trivial fibration. Given that, the
composite t = b∗b∗t ◦ η is also a trivial fibration, whence q ◦ t : Pw → C is
a fibration, and so its retract p : A → C is a fibration. Moreover, since s
is a section of the trivial fibration pw : Pw → A between fibrations, again
by Corollary 109 it is also a weak equivalence. Thus w = t ◦ s is a weak
equivalence, and we are finished.
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To prove the remaining claim that η : Pw → b∗b∗Pw is a trivial fibration,
we shall use lemma 115. It does not apply directly, however, since t : Pw →
B is not yet known to be a trivial fibration. Instead, we show that η is a
pullback of the corresponding unit at the trivial fibration p1 : BI → B.

Consider the following cube (viewed with b : B′ → B at the front).

Pw′

pw′

����

(p′0)
∗w′

&&

// a // Pw

pw

��

p∗0 w

&&
B′I

p′0

����

// b // BI

p0

����

A′ //
a

//

w′
''

A
w

&&B′ //
b

// B

(157)

The right hand face is a pullback by definition, and the remainder re-
sults from pulling the entire right face back along b, by the stability of the
pathspace factorization, Lemma 114. Thus all faces in the cube (157) are
pullbacks. The base is also a pushforward, b∗w′ = w, again by definition.
Thus the top face is also a pushforward, b∗((p′0)

∗w′) = p∗0w. Indeed, since
the front face is a pullback, the Beck-Chevalley condition applies, and so
we have b∗(p′0)

∗(w′) = p∗0 b∗(w′) = p∗0w.
Now consider the following, in which the top square remains the same

as in (157), but p0 has been relaced by p1 : BI → B, so the composite at
right is by definition t = p1 ◦ p∗0w.

Pw′

t′

�� ��

(p′0)
∗w′

&&

// a // Pw

t

��

p∗0 w

&&
B′I

p′1

����

// b // BI

p1

����

B′ //
b

// B

(158)

The horizontal direction is still pullback along b; let us rename p∗0w =: u
so that (p′0)

∗w′ = b∗u and t′ = b∗t and p′1 = b∗p1 to make this clear. We
then add the pushforward along b on the right, in order to obtain the two
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units η.

b∗Pw

b∗t

�� ��

b∗u

''

// a // Pw

t

��

u

''

ηt
// b∗b∗Pw

b∗b∗u

((

b∗b∗t

��

b∗BI

b∗p1

����

// b // BI

p1

����

ηp1 // b∗b∗BI

b∗b∗p1

��

B′ //
b

// B =
// B

(159)

By the usual calculation of pushforwards in slice categories, b∗ ∼= η∗
p1
◦ b∗,

and so for b∗u we have b∗b∗u = η∗
p1

b∗b∗u. But as we just determined
in (157) the top left square is already a pushforward, and therefore u =
η∗

p1
b∗b∗u, so the top right naturality square is a pullback.
To finish the proof as planned, p1 : BI → B is a trivial fibration because

q : B → C is a fibration, and b : B′ ↣ B is a cofibration because it is a
pullback of c : C′ ↣ C. Thus by lemma 115, we have that ηp1 : BI → b∗b∗BI

is a trivial fibration, and so its pullback ηt : Pw → b∗b∗Pw is a trivial
fibration, as claimed. □

Remark 117. Note that p : A → C is small if q : B → C is small.

8. The fibration extension property

Given a universal fibration U̇ ↠ U , such as ˙Fib ↠ Fib of Proposition
91, the fibration extension property (Definition 63) is closely related to the
statement that the base object U is fibrant. For Kan simplicial sets, Vo-
evodsky proved the latter directly, using the theory of minimal fibrations
[KL21]. In a more general (but still simplicial) setting, Shulman [Shu15]
gives a proof using univalence, in the form of the equivalence extension
property of Section 7, but that proof also uses the 3-for-2 property for
weak equivalences, which we do not yet have. For cubical sets, Coquand
[CCHM18] uses the equivalence extension property to prove that U is fi-
brant without assuming 3-for-2 for weak equivalences, via a neat type the-
oretic argument reducing box-filling to an operation of Kan-composition.
We shall prove that U is fibrant using the equivalence extension property,
also without assuming 3-for-2 for weak equivalences, but via a different
argument than that in [CCHM18] not using (type theory or) Kan compo-
sition.

Returning to the relation between the fibration extension property and
the fibrancy of the base object of the universal fibration U̇ ↠ U , it is easy
to see that the latter implies the former. Indeed, let t : X ↣ X′ be a trivial
cofibration and Y ↠ X a fibration. To extend Y along t, take a classifying
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map y : X → U , so that Y ∼= y∗ U̇ over X. If U is fibrant then we can
extend y along t : X ↣ X′ to get y′ : X′ → U with y = y′ ◦ t. The pullback
Y′ = (y′)∗ U̇ ↠ X′ is then a (small) fibration such that t∗Y′ ∼= t∗(y′)∗ U̇ ∼=
y∗ U̇ ∼= Y over X.

Y

����

��

// U̇

����

Y′

����

>>

X   

t   

y
// U

X′
y′

>>

Thus, for the record, we have:

Proposition 118. If the base object U of the universal fibration U̇ ↠ U is fibrant,
then the fibration weak factorization system has the fibration extension property.

Conversely, given the Realignment Lemma 96, the fibration extension
property also implies the fibrancy of U :

Corollary 119. The fibration extension property implies that the base U of the
universal fibration U̇ ↠ U is fibrant: given any y : X → U and trivial cofibra-
tion t : X ↣ X′, there is a map y′ : X′ → U with y′ ◦ t = y.

Proof. Take the pullback of U̇ ↠ U along y : X → U to get a (small) a
fibration Y ↠ X, which extends along the (trivial) cofibration t : X ↣ X′

by the fibration extension property, to a (small) fibration Y′ ↠ X′ with
Y ∼= t∗Y′ over X. By realignment there is a classifying map y′ : X′ → U for
Y′ with y′ ◦ t = y. □

Now let us show the following.

Proposition 120. The base U of the universal fibration U̇ ↠ U in cSet, as
constructed in section 6, is a fibrant object.

Proof. By Corollary 27, U is an unbiased fibrant object if the canonical map
u = ⟨p2, eval⟩ in the following diagram in cSet, is a trivial fibration.

U I × I eval

##

p2

((

u
$$

I ×U

��

// U

��

I // 1

(160)
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Thus consider a filling problem of the following form, with an arbitrary
cofibration c : C ↣ Z.

C
��

c

��

// U I × I

⟨p2,eval⟩
��

Z

==

// I ×U

(161)

The horizontal maps may be written in the form ⟨i, b⟩ : Z → I × U and
⟨ã, ic⟩ : C → U I × I, regarding i : Z → I as an I-indexing.

Transposing ã to a : C × I → U we obtain the new problem

C
��

c
��

⟨ic⟩
// C × I

c×I
��

a



Z

b
22

⟨i⟩
// Z × I

d
""

U

(162)

in which we recall from (42) the notation ⟨i⟩ = ⟨1Z, i⟩ : Z → Z × I for the
graph of a map i : Z → I. Given a map d as shown in (162), we can obtain
the indicated diagonal filler in (161) as ⟨d̃, i⟩ : Z → U I × I.

As a sanity check, note that b ◦ c = a ◦ ⟨ic⟩ turns the problem (162) into
that of extending the copair [b, a] along the unique map

Z +C (C × I) −→ Z × I ,

which is exactly the (trivial cofibration) pushout-product c ⊗i δ from (43),
recalled below for the reader’s convenience.

C
��

c
��

⟨ic⟩
// C × I

��
c×I

��

Z

⟨i⟩
11

// Z +C (C × I)

c⊗iδ &&

Z × I

(163)

Returning to (162), take pullbacks of U̇ ↠ U along a and b to get fibra-
tions pa : A ↠ C × I and pb : B ↠ Z respectively, and let

pc := ⟨ic⟩∗pa : Ac −→ C
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be the corresponding “fiber of A over the graph of ic”. We then have
c∗B ∼= Ac over C by the commutativity of the outer square of (161).

Ac

��

pc

����

// A

pa

����

C

c

��

⟨ic⟩
// C × I

c×I

��

B

pb
����

Z
⟨i⟩

// Z × I

The diagonal filler sought in (161) now corresponds, again by transposi-
tion and pullback of U̇ ↠ U , to a fibration pd : D ↠ Z × I with ⟨i⟩∗D ∼= B
over Z and (c × I)∗D ∼= A over C × I, as indicated below.

Ac

��

pc

����

// A

��

pa

����

C

c

��

⟨ic⟩
// C × I

c×I

��

B

pb
����

// D

pd
����

Z
⟨i⟩

// Z × I

(164)

We shall construct pd : D ↠ Z × I using the equivalence extension prop-
erty (Proposition 116) as follows. First apply the functor (−) × I to the
left vertical (pullback) face of the cube in (164) to get the following, with a
new pullback square on the right with the indicated fibrations.

Ac

��

pc

����

// A

��

pa

����

Ac × I

pc×I
wwww

��

C

c

��

⟨ic⟩
// C × I

c×I

��

B

pb
����

// D

pd
����

B × I

pb×I
wwww

Z
⟨i⟩

// Z × I

(165)
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We now claim that there is a weak equivalence e : A ≃ Ac × I over C × I.
From this it follows by the equivalence extension property (Proposition
116) that there are:

(i) a fibration pd : D ↠ Z × I with (c × I)∗D ∼= A over C × I, and
(ii) a weak equivalence f : D ≃ B × I over Z × I with (c × I)∗ f ∼= e over

C × I.

It then remains only to show that B ∼= ⟨i⟩∗D over Z to complete the proof.
To obtain the claimed weak equivalence e, consider the following square,

Ac

��

⟨icpc⟩
// Ac × I

pc×I
����

A pa
// // C × I ,

(166)

in which the top horizontal map is the graph of the composite,

Ac
pc
↠ C

c
↣ Z i→ I ,

and the others are the evident ones from (165). The square is easily seen to
commute, and the top map is a trivial cofibration (by Remark 31), because
it is the graph of a map into I. The left map is also a trivial cofibration
by Frobenius (Proposition 72), because by its definition in (164) it is the
pullback of another such graph ⟨ic⟩ along the fibration pa. A simple lemma
(Lemma 121 below) provides the claimed weak equivalence e : A ≃ Ac × I
over C × I.

To see that B ∼= ⟨i⟩∗D over Z, recall from the proof of the equivalence
extension property that the map f : D ∼= B × I is the pushforward of
e : A ≃ Ac × I along the cofibration bc × I : Ac × I ↣ B × I, where we
are calling the evident map in (165) bc : Ac ↣ B. Thus by construction
f = (bc × I)∗ e. We can then apply the Beck-Chevalley condition for the
pushforward using the pullback square on the left below.

Ac��

bc
��

//
⟨icpc⟩

// Ac × I
��

bc×I
��

Aeoo

B //
⟨ipb⟩

// B × I D
f

oo

(167)

The pullback of e along the top of the square is the identity on Ac, as can
be seen by pulling back e as a map over C × I along ⟨ic⟩ : C → C × I.
Thus the same is true up to isomorophism for the pullback of f along the
bottom.

An application of the Realignment Lemma 96 along the trivial cofibra-
tion c ⊗i δ completes the proof. □
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Lemma 121. Suppose the following square commutes and the indicated cofibra-
tions are trivial.

A��

��

// // C

����

B // // D

(168)

Then there is a weak equivalence e : B ≃ C over D (and under A).

Proof. Use the fact that any two diagonal fillers are homotopic to get a
homotopy equivalence e : B ≃ C filling the square. □

Remark 122. The foregoing proof of Proposition 120, the fibrancy of the
universe U , also works, mutatis mutandis, for the universe of biased fibra-
tions, as used in the setting of [CCHM18].

Applying proposition 118 now yields the following.

Corollary 123 (Fibration extension property). The fibration weak factorization
system has the fibration extension property (definition 63).

By Theorem 67, finally, we have the following.

Theorem 124. There is a Quillen model structure (C,W ,F ) on the category
cSet of cubical sets for which:

(1) the cofibrations C are any class of maps satisfying (C0)-(C8) (equivalently,
the simplified axioms in Appendix A),

(2) the fibrations F are the maps f : Y → X for which the canonical map

( f I × I, evalY) : YI × I −→ (XI × I)×X Y

lifts on the right against C.
(3) the weak equivalences W are the maps w : X → Y for which the internal

precomposition Kw : KY → KX is bijective on connected components for
every fibrant object K.

Remark 125. We note that in terms of the universal fibration U̇ ↠ U con-
structed in Section 6 the equivalence extension property Proposition 116
says that the second projection from the classifying type of equivalences
A ≃ B between small families,

π2 : ΣA,BEq(A, B) −→ U ,

is a trivial fibration. From this, it follows that the canonical transport map

∗ : U I −→ ΣA,BEq(A, B) (169)

is an equivalence over the base U via p2 : U I → U , which is a trivial fibra-
tion because U is fibrant by Proposition 120. In type theory, the pathobject
U I of course interprets the identity type A = B, so the equivalence (169)
can be expressed as

(A = B) ≃ (A ≃ B) .
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Appendix A: Axioms for Cartesian cofibrations

A system of maps satisfying the axioms (C0)-(C8) above for the cofibra-
tions in a cartesian cubical model category will be called cartesian cofibra-
tions. The axioms may be restated equivalently as follows.

(A0) All cofibrations are monomorphisms.
(A1) All isomorphisms are cofibrations.
(A2) The composite of two cofibrations is a cofibration.
(A3) Any pullback of a cofibration is a cofibration.
(A4) The join of two cofibrant subobjects is a cofibration.
(A5) The diagonal of the interval I → I × I is a cofibration.
(A6) Cofibrations are preserved by the pathobject functor (−)I.
(A7) The category of cofibrations and Cartesian squares has a terminal

object .

Example 126. Consider the cartesian cubical presheaves cE = E�op
= EB in

a topos E . For such (internal) discrete opfibrations (A, α),

A B1 ×B0 A A

B0 B1 B0

α

⌟

cod dom

over the (internal) category B = (B1 ⇒ B0) of finite bipointed sets, call
a subpresheaf c : (C, γ) → (A, α) locally complemented if the underlying
map c : C → A over B0 = N is a complemented subobject in E/N, i.e.
C + ¬C ∼= A over N. Internally, this means that

Cn + ¬(Cn) ∼= An for all n ∈ N, (170)

which is a weaker condition than (A, α) + ¬(A, α) ∼= (B, β) as presheaves
(unless E = Set, in which case it is trivial).

Proposition 127. For any topos E , the locally complemented subobjects in the
category cE of cubical E -objects satisfy the axioms for cartesian cofibrations.

Proof. Axioms (A0)-(A4) are satisfied by the complemented subobjects in
E/N, and the forgetful functor U : cE → E/N creates the monos, isos,
composites, pullbacks, and joins in question. For (A5), we use the fact
that the equality relation on N is decidable to infer that, for each [n] =
{0, x1, . . . , xn, 1}, the finite set {i = j | 0 ≤ i, j ≤ n + 1} is complemented in
B([1], [n])× B([1], [n]), and so for the subpresheaf δ : I → I × I we indeed
have,

δn + ¬(δn) ∼= In × In for all n ∈ N . (171)
For (A6) we use the fact that the pathobject AI is a shift by one dimension,
together with (AI)n = An+1, together with (170). The cofibration classifier
in (A7) is given by applying the right adjoint U ⊣ R : E/N → cE to the
complemented subobject classifier N∗2 of E/N. □
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Appendix B: Cartesian cubical sets classifies intervals

Recall from Section 1 that the objects of the Cartesian cube category 2

may be taken concretely to be finite, strictly bipointed sets, written

[n] = {0, x1, ..., xn, 1},

and the arrows f : [n] → [m] to be all bipointed maps [m] → [n] (note
the direction). The category of (Cartesian) cubical sets is then the presheaf
topos

cSet = Set2
op

.

It is generated by the n-cubes In = y[n], with 1 = I0, I = y[1]; and
In × Im ∼= In+m by preservation of products by the Yoneda embedding
y : 2op ↪→ cSet. For a cubical set X : 2op → Set we have the usual Yoneda
correspondence for the set Xn of n-cubes in X,

{c ∈ Xn} ∼= {c : In → X}.

In particular, In
m = �([m], [n]) is the set of m-cubes in the n-cube.2

Proposition 128. The category cSet of Cartesian cubical sets is the classifying
topos for intervals: objects I with points i, j : 1 ⇒ I the pullback of which is 0:

0

��

// 1

j
��

1
i
// I

Proof. Consider the covariant presentation cSet = SetB where B is the
category of finite, strictly bipointed sets and bipointed maps. We can
extend B ↪→ B= by freely adjoining coequalizers, making B= the free
finite colimit category on a co-bipointed object. A concrete presentation of
B= is the finite bipointed sets, including those with 0 = 1. Let us write
(n) for the bipointed set {x1, ..., xn, ∗}, with n (non-constant) elements and
a further element 0 = ∗ = 1. There is an evident coequalizer [1] ⇒ [n] →
(n), which (only) identifies the distinguished points, and every coqualizer
in B= has either the form [m] ⇒ [n] → [k] or [m] ⇒ [n] → (k), for a
suitable choice of k. Note that there are no maps of the form (m) → [n],
and that every map [m] → (n) factors uniquely as [m] → (m) → (n)
with [m] → (m) the canonical coequalizer of 0 and 1. The category B=

can therefore be decomposed into two “levels”, the upper one of which
is essentially B, and the lower one consisting of just the objects (n), and

2Note that the cardinality of In
m is therefore just (m + 2)n, in comparison to the Dedekind

cubes �∧,∨ used in [CCHM18, OP18], for which e.g. �∧,∨([n], [1]) is the nth Dedekind num-
ber, the number of elements in the free distributive lattice on n generators, which is in
general a number so large that it is unknown for values of n > 8.
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thus essentially the finite pointed sets, and for each n, there is the canonical
coequalizer [n] → (n) going from the upper level to the lower one.

. . . // [m]

����

// [n]

����

// . . .

. . . // (m) // (n) // . . .

Write u : B → B= for the upper inclusion, which is the classifying functor
of generic co-bipointed object in B=.

Now consider the induced geometric morphism:

SetB

u!
//

u∗ //

SetB=u∗oo u! ⊣ u∗ ⊣ u∗

Since u∗ is the restriction along u, the right adjoint u∗ must be “prolonga-
tion by 1”,

u∗(P)[n] = P[n],

u∗(P)(n) = {∗},

with the obvious maps,

. . . // P[m]

����

// P[n]

����

// . . .

. . . // {∗} // {∗} // . . .

as is easily seen by considering maps in SetB= of the form

Q[n]

·
��

// P[n]

·
����

Q(n) // {∗}.

Since u∗ : SetB → SetB= is evidently full and faithful, it is the inclusion
part of a sheaf subtopos sh(Bop

= , j) ↪→ SetB= for a suitable Grothendieck
topology j on Bop

= . We claim that j is the closed complement topology
of the subobject [0 = 1] ↣ 1 represented by the coequalizer [0] → (0).
Indeed, in SetB= we have the representable functors:

I = y[1],

1 = y[0],

[0 = 1] = y(0)

fitting into an equalizer [0 = 1] → 1 ⇒ I, which is the image under
Yoneda of the canonical coequalizer [1] ⇒ [0] → (0) in B=. The closed
complement topology for [0 = 1] ↣ 1 is generated by the single cover
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0 → [0 = 1], which can be described logically as forcing the sequent
(0 = 1 ⊢ ⊥) to hold. Recall from [Joh77], Proposition 3.53, the following
simple characterization of the sheaves for the closed complement topology
of an object U ↣ 1: an object X is a sheaf iff X × U ∼= U. In the present
case, it therefore suffices to show that for any P : B= → Set we have:

P × [0 = 1] ∼= [0 = 1] iff P(n) = 1 for all n.

For any object b ∈ B=, consider the map

Hom(yb, P× [0 = 1]) ∼= Hom(yb, P)×Hom(yb, [0 = 1]) → Hom(yb, [0 = 1]).

If b = [k], then Hom(yb, [0 = 1]) ∼= HomB=((0), [k]) ∼= 0, and so we always
have an iso

Hom(yb, P × [0 = 1]) ∼= Hom(yb, P)× Hom(yb, [0 = 1])
∼= Hom(yb, P)× 0 ∼= 0.

If b = (k), then Hom(y(k), [0 = 1]) ∼= HomB=((0), (k)) ∼= 1, and we have
an iso

Hom(y(k), P × [⊥ = ⊤]) ∼= Hom(y(k), P)× Hom(y(k), [0 = 1])
∼= Hom(y(k), P)× 1 ∼= Hom(y(k), P) ∼= P(k).

Thus either way we will have an iso P × [0 = 1] ∼= [0 = 1] iff P(k) ∼= 1.
The presheaf topos SetB is therefore the closed complement of the open

subtopos
SetB=/[0=1] ↪→ SetB= ,

given by forcing the proposition 0 ̸= 1. Since SetB= is clearly the classify-
ing topos for arbitrary bipointed objects, say Set[B, 0, 1], the sheaf subtopos

Set[B, 0 ̸= 1] ≃ SetB ↪→ SetB= ≃ Set[B, 0, 1]

classifies strictly bipointed objects, i.e. intervals, as claimed. □

Corollary 129. The geometric realization functor to topological spaces

R : cSet → Top

preserves finite products, R(X × Y) ∼= R(X)× R(Y) and R(1) ∼= {∗}.

Proof. Compose the inverse image of the classifying geometric morphism
sSets → cSet of the 1-simplex ∆1 with the standard geometric realization
sSets → Top, both of which preserve finite products. □

Example 130 (P. Aczel). The cubical set P of polynomials (say, over the
integers), is defined by:

Pn = {p(x1, ..., xn) | polynomials in at most x1, ..., xn}
with the substitution map s∗ : Pn → Pm taking p(x1, ..., xn) to

s∗p(x1, ..., xn) = p
(
s(x1), . . . , s(xn)

)
,

for each bipointed map s : [n] → [m].
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This cubical set P underlies a ring object in cSet, and the interval I = y[1]
embeds into it via the component maps

ηn : In → Pn

taking vi ∈ �([n], [1]) ∼= B
(
[1], [n]

) ∼= {0, x1, . . . , xn, 1} to 0, 1, or the vari-
able xi, respectively, in Pn. The same is true for any algebraic theory T with
two constants, such as Boolean algebras: there is a distinguished cubical
T-algebra A, and a natural map η : I → |A| in cSet.

Indeed, let cSet = Set[I ] as a classifying topos for intervals by Proposi-
tion 128 with I = (1 ⇒ I), and let

Set[T, flat] = SetTop

be the topos of presheaves on the Lawvere algebraic theory T, which there-
fore classifies flat T-algebras. There is a bipointed object J = (1 ⇒ J) in
T, consisting of the generic T-algebra and its two constants, which has a
classifying functor J♯ : � → T, inducing adjoint functors on presheaves,

J! ⊣ J∗ ⊣ J∗ : Set[I ] = Set�
op −→ SetTop

= Set[T, flat] ,

where J! ◦ y� = yT ◦ J♯, with y the respective Yoneda embeddings.
We can then calculate,

J∗J!(I)([n]) = J∗J!(y[1])([n])

= J∗y(J♯[1])([n]) = y(J♯[1])(J♯[n])

= T(J♯[n], J♯[1]) = TAlg(J♯[1], J♯[n])

= TAlg(F(1), F(n)) = |F(n)|,

(172)

where |F(n)| is the underlying set of the free T-algebra F(n), the nth object
of the Lawvere theory under its dual presentation Top ↪→ TAlg. The unit
of the J! ⊣ J∗ adjunction provides a natural map η : I → J∗J!(I).

The cubical set of polynomials P = J∗J!(I) is thus indeed a ring, with a
map I → P, since J!(I) ∼= yT J♯([1]) ∼= yT(J) is a ring in Set[T, flat] and J∗ is
left exact. In fact, we learn thereby that P is flat.

Definition 131. Let 2 → Cat be the unique product-preserving functor
taking the interval [1] to the one arrow category 2 = (0 ≤ 1). This functor
then takes [n] to 2

n, the n-fold product in Cat, and maps [m] → [n] to the
corresponding monotone functions 2m → 2

n of posets.3 The cubical nerve
functor

N : Cat → cSet

is then defined by:
N(C)n = Cat(2n, C).

Thus N(C)0 is the set of objects of C; N(C)1 is the set of arrows; N(C)2
consists of all commutative squares; N(C)3 all commutative cubes, etc.

3Thus factoring through the full subcategory �∧,∨ ↪→ Cat of Dedekind cubes, mentioned
above, which is the Lawvere algebraic theory of distributive lattices.
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Proposition 132. The cubical nerve N : Cat → cSet is full and faithful.

Proof. Given categories C and D and functors F, G : C → D, suppose
F( f ) ̸= G( f ) for some f : A → B in C. Take f ♯ : 2 → C with image f .
Then N(F)1( f ♯) = F( f ) ̸= G( f ) = N(G)1( f ♯), and so N(F) ̸= N(G) :
N(C) → N(D). So N is faithful.

For fullness, let φ : N(C) → N(D) be a natural transformation, and
define a proposed functor F : C → D by

F0 = φ0 : C0 = N(C)0 → N(D)0 = D0

F1 = φ1 : C1 = N(C)1 → N(D)1 = D1.

We just need to show that F preserves identity arrows and composition.
Consider the following diagram.

Cat(21, C) = N(C)1
F1 // N(D)1 = Cat(21, D)

Cat(20, C) = N(C)0

!∗

OO

F0

// N(D)0 = Cat(20, D).

!∗

OO

Here !∗ : Cat(20, C) → Cat(2, C) is precomposition with ! : 2 = 2
1 → 2

0 =
1, so the diagram commutes. But since ! : 2 → 1 is a functor,

C0 = Cat(1, C)
!∗→ Cat(2, C) = C1

takes objects in C to their identity arrows. Thus F preserves identity ar-
rows. Similarly, for composition, consider

Cat(22, C) = N(C)2

d∗
��

φ2
// N(D)2 = Cat(22, D)

d∗
��

Cat(2, C) = N(C)1 F1

// N(D)1 = Cat(2, D).

where φ2 : N(C)2 → N(D)2 is the action of φ on commutative squares
of arrows, and d∗ : Cat(22, C) → Cat(2, C) is precomposition with the
diagonal map d : 2 → 2

2 = 2× 2, so the diagram commutes. For any
composable f : A → B and g : B → C in C there is a commutative square

A
f
//

f
��

B

g
��

B g
// C,

and the effect of d∗ : Cat(22, C) → Cat(2, C) on this square is exactly
g ◦ f : A → C, and similarly for d∗ : Cat(22, D) → Cat(2, D). Thus the
commutativity of the above diagram implies that F preserves composition.
Since clearly N(F) = φ, we indeed have that N is also full. □
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